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Introduction

This is a guide to Network Load Balancing (NLB) clustering options with Allied Telesis
managed layer 3 devices.

NLB is one of the clustering technologies available from Microsoft. It provides high availability
for services such as HTTP and FTP, by grouping identical servers into a cluster and sharing the
network load between all currently-available servers in the cluster.

This How To Note uses scenarios that have been tested in the lab and verified to work. It
also deals exclusively with nodes that have dual network cards on the cluster side for
bandwidth redundancy and/or aggregation.

This document describes best-practice implementations of NLB clustering on Allied Telesis
switches. You should read through this document and decide which setup best suits your
requirements. Please pay attention to the details, because some traps in setting these
scenarios up can cause unexpected results.
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Introduction

What information will you find in this document?
This document is divided into the following sections:
"Network Load Balancing clustering modes" on page 3

"Accepting ARP entries that have a multicast MAC address and a unicast IP address" on
page 6

"Note about capturing traffic on the clustered servers" on page 7

"How to quickly set up Windows 2003 NLB clustering" on page 7

"Switch Fault Tolerance, two switches and VRRP" on page 8

"Switch Fault Tolerance with a SwitchBlade" on page |7

"Adaptive Load Balancing, teamed NICs and a SwitchBlade" on page 19

"Adaptive Load Balancing, two switches and VRRP" on page 22

"Link Access/Aggregation Control Protocol and a SwitchBlade" on page 29

"Static Link Aggregation with a SwitchBlade" on page 34

"How Allied Telesis recommends NLB be implemented at layer 3" on page 40

"Appendix 1 —Quick Start Guide to setting up 2 Windows 2003 NLB cluster" on page 43

"Appendix 2: IGMP snooping port membership information in switch memory tables" on
page 8l

Which product and software version does this
information apply to?

The specified solutions only apply to AT-9800 series and SwitchBlade 4000 series, except for
the solution in "How Allied Telesis recommends NLB be implemented at layer 3" on page 40.
In that solution, the layer 2 switches can be any Allied Telesis switch and the layer 3 device
can be any AR400 or AR700 router.

It applies to AlliedWare versions since 2.7.5. The switch or router implementation varies

slightly with the software version—see "Accepting ARP entries that have a multicast MAC
address and a unicast IP address" on page 6.
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Network Load Balancing clustering modes

Network Load Balancing clustering modes

There are two modes for Network Load Balancing with Windows 2003: unicast and
multicast. Multicast mode has a further option of IGMP Multicasting. This section discusses
how these modes work.

Note that clustering only works, in multicast or unicast mode, if all packets sent to the

cluster's IP address are sent to all nodes in the cluster. This means that the cluster-side switch
must flood traffic to all ports. To reduce traffic congestion, the cluster should ideally be put in
its own VLAN. This recommendation applies regardless of which NLB cluster mode you use.

This document focuses on non-IGMP multicast network load balancing in a layer 3
environment. However, IGMP multicasting appears to be an excellent option for layer 2
networks, because traffic to the servers is not seen on other ports unless they send an IGMP
report for that group. Traffic to the servers can be protected from prying eyes by using
IGMP filtering and static IGMP entries (see How To Configure IGMP for Multicasting on Routers
and Managed Layer 3 Switches from www.alliedtelesis.com/resources/literature/howto.aspx).
In a layer 3 environment you can be less concerned about the security of traffic because your
servers should be in their own VLAN, i.e. not in the same segment as clients.

In the section "How Allied Telesis recommends NLB be implemented at layer 3" on page 40,
we use multicast mode with IGMP selected.

Unicast mode

In unicast mode, all hosts in the cluster share a single unicast “cluster” MAC address, to go
with the cluster IP address. This mode has the disadvantage that it stops cluster hosts from
using their own “burned-in” MAC addresses, so hosts cannot contact each other unless you
install a second NIC card on each host and use that for intra-cluster communication.

The cluster operation forces the switch to flood all packets that are destined for the cluster,
by stopping the switch from learning the cluster MAC address. The switch cannot learn the
cluster MAC address because it never appears in the source field of the Ethernet header.
Instead, each NIC uses a special unicast MAC address in the source field of the Ethernet
header. The cluster MAC address must never be found in the source field of the Ethernet
header, because otherwise the switch will learn the cluster MAC address, stop flooding
packets to all ports, and only one node in the cluster will receive traffic for the cluster's IP.

In the two-node cluster that this document deals with, both nodes will use the same cluster
MAC address when answering ARP requests for the cluster's address, which is 172.16.0.127.
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Network Load Balancing clustering modes

Multicast mode

In multicast mode, hosts in the cluster use their real “burned-in” MAC address in the
source field of the Ethernet header. However, they answer ARP requests for the cluster IP
address with a multicast MAC in the ARP packet's payload, while the Ethernet header on the
ARP reply still has the real MAC address. This allows cluster hosts to contact each other.

The following tcpdump output shows the multicast MAC:

14:02:57.814560 arp who-has 172.16.0.127 (Broadcast) tell 172.16.0.1
14:02:57.814910 arp reply 172.16.0.127 is-at 03:bf:ac:10:00:7f

Because the ARP reply is a multicast MAC address, Allied Telesis switches will by default
ignore it, so that MAC address is never found in the software IP ARP table. The solution to
this depends on the software version—see "Accepting ARP entries that have a multicast
MAC address and a unicast IP address" on page 6.

Because this document deals with dual NICs on each node, multicast is often the only NLB
mode that these scenarios will work with. The reason is due to a limitation in the network
card drivers, which in many of the setups will simply not recognise the unicast MAC address
in the destination field of the Ethernet header. In other words the NICs will not process
packets destined to the virtual MAC address despite it being the same source MAC they are
sending packets from.

In both multicast and unicast mode the mechanism to cause flooding is as such: ARP requests
for the cluster IP are answered with the virtual cluster MAC address in the ARP packet's
payload. The node must send all packets, including ARP requests and replies, with a different
source MAC in the Ethernet header. This prevents the switch from entering the virtual
cluster MAC into the forwarding database (FDB). The end result is that traffic destined for
the virtual MAC will be flooded to all ports in the VLAN associated with the cluster IP.

Note: According to Microsoft if clustering is working properly, one node cannot ping
another node in the same cluster. This explains why cluster traffic (like MS NLB
heartbeats) generated by each node and teaming packets (like Intel ANS Probes)
generated by the NIC driver are broadcasted.
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Network Load Balancing clustering modes

Multicast mode with the IGMP option selected

In multicast mode with the IGMP option selected, cluster hosts can also contact each
other. This mode uses IGMP to prevent the switch from flooding all ports; instead traffic only
goes to NLB ports.

This mode also causes the cluster to use its real “burned in” MAC address in the source field
of the ethernet header. The cluster will answer ARP requests for the cluster IP address with
a multicast MAC in the ARP packet's payload, while the Ethernet header on the ARP reply
still has the real MAC address. Note though, that the MAC address is slightly different to the
previously discussed multicast mode—the MAC address starts with the bytes 01:00:5e, which
still identifies it as an IP-multicast MAC address:

16:07:03.643160 arp who-has 172.16.0.127 tell 172.16.0.66
16:07:03.643330 arp reply 172.16.0.127 is-at 01:00:5e:7£:00:7f

The Windows client will happily add this IP / MAC combination to its internal ARP table (on
a Windows or Linux PC, use “arp -a” to see all ARP entries). All IP traffic destined for
172.16.0.127 is then sent with an ethernet destination of 01:00:5e:7f:00:7f. The cluster node
responds with its burned in MAC in the Ethernet source field.

Microsoft's IGMP multicasting mode cleverly turns the concept of IGMP clients and hosts on
its head. As far as an Allied Telesis switch is concerned, the clustered servers are seen as
IGMP clients and the IGMP multicast data (stream) is sent by the workstations trying to
access the cluster. To ensure that the switches do correctly forward the multicast data, the
servers send IGMP reports for a group that corresponds to the MAC address they are
putting in their ARP responses. Reports are sent frequently by the NLB servers so there is
no concern about IGMP entries timing out on the switch.

The switch's IGMP snooping table (the show igmpsnooping command) reveals this
information:

IGMP Snooping

Status . ... e e Enabled
Disabled All-groups ports ........ None
Vlan Name (vlan id) ..... default (1)

Fast Leave .............. Off

Group List ..............

Group. 239.255.0.127 Entry timeout 234 secs
Ports 1,6

Group. 239.255.255.254 Entry timeout 235 secs
Ports 1,6

Vlan Name (vlan id) ..... vlan2 (2)

Fast Leave .............. Off

Group List ..............

No group memberships.

You can also use the memory tables for information about port membership—see "Appendix
2: IGMP snooping port membership information in switch memory tables" on page 81.
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Accepting ARP entries that have a multicast MAC address and a unicast IP address

Accepting ARP entries that have a multicast MAC
address and a unicast IP address

Allied Telesis switches ignore multicast MAC addresses by default. If the Allied Telesis device
is layer 3 switching between the clients and the servers, you need to enter at least one extra
command to get multicast mode to work, depending on the software version. There are
three sets of behaviour:

with the earliest versions, you need to enter the multicast MAC as a static entry, using the
command add ip arp.

with all sb275a versions and with versions 2.7.6 and 276-01, you need to enter the
command enable ip mscluster and then enter the multicast MAC as a static entry, using
the command add ip arp

with later 2.7.6 versions and with version 2.8.1 and later, you need to enter the command
enable ip macdisparity. You do not need to enter the multicast MAC as a static entry.

Ports in ARP When you add a static ARP entry for a VLAN, you have to also specify a port number.
entries

SwitchBlade and AT-9800 switches ignore the port number and flood the entry to the VLAN.
This means that you can use SwitchBlade and AT-9800 switches in all configurations in this
How To Note. You can specify any port in the static ARP entry—the number is irrelevant.

Other switches do not flood the entry to the VLAN. This means that you cannot use other
switches with configurations that have multiple ports connected to the server cluster. In this
How To Note, the layer 3 switches have multiple ports connected to the cluster in all
configurations except the solution in "How Allied Telesis recommends NLB be implemented
at layer 3" on page 40.

Summary The following table shows these differences.

Commands required:

add ip arp enable ip mscluster enable ip macdisparity
AT-9800 series:
sb-275 to sb275-04 Yes No No
sb-276 Yes Yes No
sb276-01 Yes Yes No
sb276-02 No No Yes
> sb-281 No No Yes
SwitchBlade:
> sb-275a Yes Yes No
Other layer 3 devices:
276 Yes Yes No
276-01 Yes Yes No
>276-02 No No Yes
>28.1 No No Yes
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Note about capturing traffic on the clustered servers

Note about capturing traffic on the clustered
servers

The setups in this How To Note not only use network load balancing, but also teamed
network cards. For that reason, when debugging a cluster, you should not do packet sniffing
on the servers themselves. The results cannot be trusted. For example, inter-cluster
node (server-to-server) pings should not work. In our setup, ping would succeed when
Ethereal was capturing traffic on a node. So, we conclude that packet sniffers conflict with
the network interface driver, or Windows cluster software, and produce erroneous results.

How to quickly set up Windows 2003 NLB
clustering

Setting up a Windows 2003 Network Load Balancing cluster requires considerable time for
research. The ideas are not overly complex but the mechanisms behind it can take time to
understand.
The following sections include the switch configurations for a number of NLB options:

"Switch Fault Tolerance, two switches and VRRP" on page 8

"Switch Fault Tolerance with a SwitchBlade" on page |7

"Adaptive Load Balancing, teamed NICs and a SwitchBlade" on page 19

"Adaptive Load Balancing, two switches and VRRP" on page 22

"Link Access/Aggregation Control Protocol and a SwitchBlade" on page 29

"Static Link Aggregation with a SwitchBlade" on page 34

"How Allied Telesis recommends NLB be implemented at layer 3" on page 40
This is followed by "Appendix 1 —Quick Start Guide to setting up 2 Windows 2003 NLB
cluster" on page 43. However, be advised that this implementation is not guaranteed to offer
the best security or design for your organisation. The appendix will get you started and after

you have had some success you must do more research into cluster policies and design to
make your cluster operate efficiently.
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Equipment

Network
Diagram

Switch Fault Tolerance, two switches and VRRP

Switch Fault Tolerance, two switches and VRRP

Switch Fault Tolerance (SFT) provides a failover relationship between two adapters when
each adapter is connected to a separate switch. At any given time, one adapter is alive while
the other is in standby mode. Using SFT, if one switch fails, then the two switches will
maintain node and cluster connectivity without network downtime if each server is attached
to both switches.

Intel Pro/1000 MT Dual Port NIC
Linux PC as the workstation
2 x 32 bit PCs with Windows 2003 Enterprise Edition
AT-9924SP as L2 switch connected to workstation
2 x AT-9816GB
AT-8748SL as L2 switch on private cluster LAN
If only two servers are being used in the cluster then the AT-8748SL may be left out and the

nodes connected directly to each other with a crossover cable. The AT-9924SP also serves as
a media adapter so that the UTP NIC can connect to the fibre AT-9816GB.
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Switch Fault Tolerance, two switches and VRRP

Unicast Mode

First, we will give a configuration with NLB in unicast mode. This configuration uses 2 server
clusters with 1 private and 2 teamed NICs.

Note that multicast mode is favoured over unicast mode, because of Windows 2003 and NIC
driver variance. We cannot guarantee that unicast will work at all.

Unicast VRRP switch configurations

AT-9800 #1

#

# SYSTEM configuration

#

set system name="AT-9816GB-1"

#

# VLAN general configuration

#

create vlan="vlanl00" vid=100

create vlan="vlan200" vid=200

#

# VLAN port configuration

#

add vlan="100" port=1,9

add vlan="200" port=3

add vlan="100" port=2 frame=tagged

add vlan="200" port=2 frame=tagged

delete vlan="1" port=2

#

# IP configuration

#

enable ip

add ip int=vlanl00 ip=172.16.0.1 mask=255.255.255.0
add ip int=vl1an200 ip=10.0.0.1 mask=255.255.255.0
#

# VRRP configuration

#

enable vrrp

create vrrp=100 over=vlanl00 ipaddress=172.16.0.254
add vrrp=100 monitoredinterface=v1anl00

create vrrp=200 over=vlan200 ipaddress=10.0.0.254
add vrrp=200 monitoredinterface=v1an200
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Switch Fault Tolerance, two switches and VRRP

AT-9800 #2

#

# SYSTEM configuration

#

set system name="AT-9816GB-2"

#

# VLAN general configuration

#

create vlan="vlanl00" vid=100

create vlan="vlan200" vid=200

#

# VLAN port configuration

#

add vlan="100" port=1,9

add vlan="200" port=3

add vlan="100" port=2 frame=tagged

add vlan="200" port=2 frame=tagged

#

# IP configuration

#

enable ip

add ip int=vlanlO00 ip=172.16.0.2 mask=255.255.255.0

add ip int=vl1an200 ip=10.0.0.2 mask=255.255.255.0

#

# VRRP configuration

#

enable vrrp

create vrrp=100 over=vlanl00 ipaddress=172.16.0.254

add vrrp=100 monitoredinterface=v1anl00

create vrrp=200 over=vlan200 ipaddress=10.0.0.254

add vrrp=200 monitoredinterface=v1an200
AT-9924SP

#

# SYSTEM configuration

#

set system name="AT-9924SP"

#

# VLAN general configuration

#

create vlan="vlanl00" vid=100

add vlan="100" port=1-8

create vlan="v1an200" vid=200

add vlan="200" port=9-12

create vlan="vlan300" vid=300

add vlan="300" port=13-16

create vlan="vlan400" vid=400

add vlan="400" port=17-20

create vlan="vlan500" vid=500

add vlan="500" port=21-24
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Switch Fault Tolerance, two switches and VRRP

Table Entries

Here is an example of the entries that should appear in the switch FDB and ARP tables when
unicast mode is used with NLB clustering.

Manager top> sh swi tab=ip

CXE IP route table:

Index Seg Network Nexthop ToProc VRP VID Hits PV Prio Perm
0 101 172.16.0.42 02-bf-ac-10-00-7f O 0 100 O 0 0 1
1 101 10.0.0.127 00-50-fc-ee-£f5-13 0 1 200 0 0 0 1
2 101 172.16.0.127 02-bf-ac-10-00-7f O 0 100 O 0 0 1
3 101 172.16.0.41 02-bf-ac-10-00-7f O 0 100 O 0 O 1
4 102 172.16.0.1 00-00-cd-09-73-50 O 0 100 O 0 0 1
5 102 172.16.0.255 00-00-cd-09-73-50 O 0 100 O 0 0 1
6 102 10.0.0.1 00-00-cd-09-73-50 O 1 200 0 0 0 1
7 102 10.0.0.255 00-00-cd-09-73-50 O 1 200 0 0 0 1
8 110 172.16.0.0 00-00-cd-09-73-50 O 0 100 O 0 0 1
9 110 10.0.0.0 00-00-cd-09-73-50 O 1 200 O 0 0 1

The clustered IP's MAC has been learnt and the AT-9816GB will make routing decisions to
172.16.0.41/42/127 based on the MAC address 02-bf-ac-10-00-7f, however, if we look at the
switch's FDB:

Manager top> sh swi fdb

Switch Forwarding Database (hardware)

Total Number of Entries = 8
VLAN MAC Address Port Status
1 00-00-cd-09-73-50 CPU static

100 00-00-cd-09-73-50 CPU static
200 00-00-cd-09-73-50 CPU static
100 00-00-5e-00-01-64 CPU static
200 00-00-5e-00-01-c8 CPU static

100 02-01-ac-10-00-7f 1 dynamic
100 02-02-ac-10-00-7f 9 dynamic
200 00-50-fc-ee-£f5-13 3 dynamic

The table above illustrates that the MAC address 02-bf-ac-10-00-7f does not appear in the
switch chip's table, so a packet with a destination MAC address of 02-bf-ac-10-00-7f must be
flooded out all ports in the VLAN. Notice that the two highlighted MAC entries are very
similar but not the same as the cluster's MAC address. 02-01 tells us that it is a clustering
MAC address for the node with priority 1. 02-02 tells us that it is a clustering MAC address
for the node with priority 2.
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Switch Fault Tolerance, two switches and VRRP

Multicast Mode

This is the same setup but this time with NLB clustering in multicast mode.

In the following configurations, we have added a static ARP entry. For more recent software
versions, you need to also use the command enable ip mscluster. For the most recent
software versions, you need to use the command enable ip macdisparity, but do not need
the static ARP entry. For details, see "Accepting ARP entries that have a multicast MAC
address and a unicast IP address" on page 6. If you need a static ARP entry, you can see the
specific multicast address to use in the NLB Manager (see "Set up the NLB Cluster" on

page 66).

Multicast VRRP switch configurations

AT-9800 #1

#

# SYSTEM configuration

#

set system name="AT-9816GB-1"

#

# VLAN general configuration

#

create vlan="vlanl00" vid=100

create vlan="vlan200" vid=200

#

# VLAN port configuration

#

add vlan="100" port=1,9

add vlan="200" port=3

add vlan="100" port=2 frame=tagged

add vlan="200" port=2 frame=tagged

delete vlan="1" port=2

#

# IP configuration

#

enable ip

add ip int=vl1anl00 ip=172.16.0.1 mask=255.255.255.0
add ip int=vl1an200 ip=10.0.0.1 mask=255.255.255.0
add ip arp=172.16.0.127 int=vl1anl00 eth=03-bf-ac-10-00-7f port=1
#

# VRRP configuration

#

enable vrrp

create vrrp=100 over=vlanl00 ipaddress=172.16.0.254
add vrrp=100 monitoredinterface=v1anl00

create vrrp=200 over=vlan200 ipaddress=10.0.0.254
add vrrp=200 monitoredinterface=v1an200

Note: The MAC address is now slightly different, as shown by the underlined text above.
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Switch Fault Tolerance, two switches and VRRP

AT-9800 #2

# SYSTEM configuration

#

set system name="AT-9816GB-2"

#

# VLAN general configuration

#

create vlan="vlanl00" vid=100

create vlan="vlan200" vid=200

#

# VLAN port configuration

#

add vlan="100" port=1,9

add vlan="200" port=3

add vlan="100" port=2 frame=tagged

add vlan="200" port=2 frame=tagged

# IP configuration

#

enable ip

add ip int=vlanl00 ip=172.16.0.2 mask=255.255.255.0
add ip int=vlan200 ip=10.0.0.2 mask=255.255.255.0
add ip arp=172.16.0.127 int=vlanl00 eth=03-bf-ac-10-00-7f port=1#
# VRRP configuration

#

enable vrrp

create vrrp=100 over=vlanl00 ipaddress=172.16.0.254
add vrrp=100 monitoredinterface=v1anl00

create vrrp=200 over=vlan200 ipaddress=10.0.0.254
add vrrp=200 monitoredinterface=v1an200

AT-9924SP

#

# SYSTEM configuration

#

set system name="AT-9924SP"

#

# VLAN general configuration
#

create vlan="vlanl00" vid=100
add vlan="100" port=1-8
create vlan="vl1an200" vid=200
add vlan="200" port=9-12
create vlan="vl1an300" vid=300
add vlan="300" port=13-16
create vlan="vl1an400" vid=400
add vlan="400" port=17-20
create vlan="vlan500" vid=500
add vlan="500" port=21-24
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Switch Fault Tolerance, two switches and VRRP

Table Entries

The following tables are the contents of the switch tables for this scenario; there is an entry
in the software table for the cluster: IP 172.16.0.127. This has been statically added. There is
no entry for the MAC 03-bf-ac-10-00-7f in the forwarding database so traffic will be flooded
to all ports in the VLAN that is attached to 172.16.0.0/24.

Note that in this case the individual server IPs (172.16.0.41-42) appear in the ARP table with
different MACs and these MACs also appear in the FDB.

Manager AT-9816GB-1> sh swi fdb

Switch Forwarding Database (hardware)

Total Number of Entries = 7
VLAN MAC Address Port Status
1 00-00-cd-09-73-50 CPU static

100 00-00-cd-09-73-50 CPU static
200 00-00-cd-09-73-50 CPU static
100 00-00-5e-00-01-64 CPU static
200 00-00-5e-00-01-c8 CPU static
100 00-04-23-b5-bb-6f 1 dynamic
100 00-04-23-ab-37-02 2 dynamic

Manager AT-9816GB-1> sh ip arp

Interface IP Address Physical Address ARP Type Status
v1an200 (3) 10.0.0.127 00-50-fc-ee-£f5-13 Dynamic active
v1an200 10.0.0.255 ff-ff-ff-ff-ff-ff Other active
v1anl00 (1) 172.16.0.41 00-04-23-b5-bb-6f Dynamic active
v1anl00(2) 172.16.0.42 00-04-23-ab-37-02 Dynamic active
v1anl00 (1) 172.16.0.127 03-bf-ac-10-00-7f Static active
v1lanl00 172.16.0.255 ff-ff-ff-ff-ff-£f Other active
v1anl00 255.255.255.255 ff-ff-ff-ff-ff-ff Other active
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Switch Fault Tolerance, two switches and VRRP

Traffic Flows

Regardless of whether NLB is in unicast or multicast mode, the following traffic flows should
apply. Interestingly, both servers will respond to pings to the cluster address 172.16.0.127.
This is not the fault of the switch. HTTP balancing works correctly. HTTP load balancing at
the packet level follows'. Both of these captures are taken from the perspective of clumpy1.
The first capture shows the packet flow when clumpy1 answers the HT TP request (in
accordance with the defined clustering rules). The second capture is also taken from the
perspective of clumpy1 but this time the HTTP request is serviced by clumpy2, so only
packets from the workstation can be seen.

Packet Capture 1

HTTP request from 10.0.0.127 to 172.16.0.127 and served by clumpy1 (172.16.0.41) as seen
by clumpy 1:

15:53:00.219277 IP 10.0.0.127.40195 > 172.16.0.127.http: SWE 593168138:593168138(0) win
5840 <mss 1460, sackOK, timestamp 148937549 0,nop,wscale 0>

15:53:00.219650 IP 172.16.0.127.http > 10.0.0.127.40195: S 3107871426:3107871426(0) ack
593168139 win 65535 <mss 1460,nop,wscale 0,nop,nop, timestamp 0 0,nop,nop, sackOK>
15:53:00.219723 IP 10.0.0.127.40195 > 172.16.0.127.http: . ack 1 win 5840
<nop, nop, timestamp 148937549 0>

15:53:00.220206 IP 10.0.0.127.40195 > 172.16.0.127.http: P 1:274(273) ack 1 win 5840
<nop, nop, timestamp 148937549 0>

15:53:00.220717 IP 172.16.0.127.http > 10.0.0.127.40195: FP 1:393(392) ack 274 win 65262
<nop,nop, timestamp 229906 148937549>

15:53:00.221659 IP 10.0.0.127.40195 > 172.16.0.127.http: F 274:274(0) ack 394 win 6432
<nop,nop, timestamp 148937549 229906>

15:53:00.221777 IP 172.16.0.127.http > 10.0.0.127.40195:. ack 275 win 65262

<nop,nop, timestamp 229906 148937549>

Packet Capture 2

An identical HTTP request from 10.0.0.127 to 172.16.0.127 but served by clumpy2
(172.16.0.42) as seen by clumpy1 (172.16.0.41):

15:52:56.519534 IP 10.0.0.127.40194 > 172.16.0.127 .http: . ack 1481239454 win 5840
<nop, nop, timestamp 148937179 0>

15:52:56.520006 IP 10.0.0.127.40194 > 172.16.0.127 .http: P 0:273(273) ack 1 win 5840
<nop,nop, timestamp 148937179 0>

15:52:56.520693 IP 10.0.0.127.40194 > 172.16.0.127 .http: . ack 583 win 6972

<nop,nop, timestamp 148937179 230102>

15:52:56.521737 IP 10.0.0.127.40194 > 172.16.0.127 .http: F 273:273(0) ack 583 win 6972
<nop, nop, timestamp 148937179 230102>

|.The active port that clumpy1 was connected to on the switch was mirrored and the mirror port was then sniffed by a
linux server with tcpdump version 3.8.3 (libpcap version 0.8.3)
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NIC Failover

Should the node's link go down on the NIC driver will rapidly change the state of the standby
NIC to active. When operating correctly the node should experience only a few seconds of
lost connectivity. If there is a failure further downstream but the link at the NIC end does not
go down then the NIC will not change state because it is not aware of any topology change.

Probes can be used to determine link failures however; in the configuration here they will not
help. In fact, in our lab setup with Intel ANS Probes, the NIC driver disabled the wrong NIC
when a downstream link was broken. So in this setup, there appears to be no advantage to
enabling probes.

Summary

This setup is an excellent redundancy option. While the combined bandwidth of the NICs is
never utilised, failover is fast if the link to the active NIC goes down. This is not a solution for
adapting to failures that occur further down the network; however, there is no solution on
offer in this document for such a scenario.
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Switch Fault Tolerance with a SwitchBlade

Switch Fault Tolerance (SFT) provides a failover relationship between two adaptors when
each adapter is connected to a separate switch. At any given time, one adaptor is alive while
the other is in standby mode. Using SFT and one SwitchBlade will permit you to hot swap
line cards without network downtime if each server is attached to two different line cards.

Equipment This example uses:
Intel Pro/1000 MT Dual Port NIC

SwitchBlade chassis (AT-SB4108-00)

» Switch Control Card (AT-SB4211)

* 2 x 8 port UTP trispeed line card (AT-SB44118-100 (R]45))
2 x 32-bit PCs running Windows 2003 Enterprise Edition

Network
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Configuration

Set the Windows 2003 NLB cluster servers to use multicast mode. Remember to add a static
ARP for the multicast MAC, and to use the command enable ip mscluster.

set system name="Switchblade"

create vlan="vlanl00" vid=100
create vlan="v1an200" vid=200

add vlan="100" port=4.1-4.2,5.1-5.2
add vlan="200" port=4.3

enable ip

add ip int=vlanl00 ip=172.16.0.254 mask=255.255.255.0

add ip int=vl1an200 ip=10.0.0.254 mask=255.255.255.0

enable ip mscluster

add ip arp=172.16.0.127 int=vlanl00 eth=03-bf-ac-10-00-7f port=4.1

Description

As in all the other cases where NLB multicast mode is used, there should never be an entry
in the forwarding database for the multicast MAC. The static ARP entry will, of course,
appear in the IP ARP table.

Summary

This setup is an excellent redundancy option. While the combined bandwidth of the NICs is
never utilised, failover is fast if the link to the active NIC goes down. This is not a solution for
adapting to failures that occur further down the network; however, there is no solution on
offer in this document for such a scenario. This setup will give you full redundancy (both at
the cluster and node level) when you hot swap a SwitchBlade line card.
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Adaptive Load Balancing, teamed NICs and a
SwitchBlade

This section describes Adaptive Load Balancing (ALB). ALB provides load balancing and
adapter fault tolerance. The NIC driver should analyse the send and receive load on each
adapter and balance the rate across them based on the NIC vendor's algorithm/rule set (for
example Intel base it on the destination address).

If you want to provide load balancing with dual NICs in your cluster, then you may instead
use LACP, which is discussed in "Link Access/Aggregation Control Protocol and a
SwitchBlade" on page 29. Another alternative is Static Link Aggregation, which load balances
at the server level and is discussed in "Static Link Aggregation with a SwitchBlade" on
page 34. ALB is a less efficient but easy-to-implement solution.
Equipment This example uses:

Intel Pro/1000 MT Dual Port NIC

SwitchBlade chassis (AT-SB4108-00)

Switch Control Card (AT-SB4211)

8 port UTP trispeed line card (AT-SB4411 8-1000T(RJ45))

2 x 32-bit PCs running Windows 2003 Enterprise Edition

Network
diagram
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Configuration

Set the Windows 2003 NLB cluster servers to use multicast mode. Remember to add a static
ARP for the multicast MAC, and to use the command enable ip mscluster.

set system name="Switchblade"

create vlan="vlanl00" vid=100
create vlan="vl1an200" vid=200

add vlan="100" port=3.1-3.2,3.5-3.6
add vlan="200" port=3.3

enable ip

add ip int=vl1anl00 ip=172.16.0.254 mask=255.255.255.0

add ip int=v1an200 ip=10.0.0.254 mask=255.255.255.0

enable ip mscluster

add ip arp=172.16.0.127 int=vlanl00 eth=03-bf-ac-10-00-7f port=3.1

For better performance and a less chatty network, turn off probes and Receive Load
Balancing (RLB) on your NIC team.

Description

The SwitchBlade will send any traffic destined for 172.16.0.127 to all ports in the VLAN that
belongs to the 172.16.0.0/24 subnet, including both teamed NICs on both servers. This setup
is therefore less efficient than LACP or Static Link Aggregation, which would only have the
SwitchBlade send one packet to one port in each team/trunk.

Packet Captures

The following packet capture illustrates the duplicate packets that are sent to the node.
Notice that only traffic from 10.0.0.127 is duplicated (marked in red). Traffic from
172.16.0.127 (in this case clumpy1) is seen only once (marked in blue).'

15:59:00.609752 IP (tos 0x0, ttl 63, id 23053, offset 0, flags [DF], length: 60)
10.0.0.127.42721 > 172.16.0.127.http: SWE [tcp sum ok] 3360891801:3360891801(0) win 5840
<mss 1460, sackOK, timestamp 244021652 0,nop,wscale 0>

15:59:00.609757 IP (tos 0x0, ttl 63, id 23053, offset 0, flags [DF], length: 60)
10.0.0.127.42721 > 172.16.0.127 .http: SWE [tcp sum ok] 3360891801:3360891801(0) win 5840
<mss 1460, sackOK, timestamp 244021652 0,nop,wscale 0>

15:59:00.609936 IP (tos O0x0, ttl 128, id 17555, offset 0, flags [none], length:64)
172.16.0.127.http > 10.0.0.127.42721: S [tcp sum ok] 1420104149:1420104149(0) ack
3360891802 win 16384 <mss 1460,nop,wscale 0,nop,nop,timestamp 0 0,nop,nop, sackOK>

15:59:00.610002 IP (tos 0x0, ttl 63, id 23054, offset 0, flags [DF], length: 52)
10.0.0.127.42721 > 172.16.0.127.http: . [tcp sum ok] 1:1(0) ack 1 win 5840
<nop,nop, timestamp 244021652 0>

15:59:00.610006 IP (tos 0x0, ttl 63, id 23054, offset 0, flags [DF], length: 52)
10.0.0.127.42721 > 172.16.0.127.http: . [tcp sum ok] 1:1(0) ack 1 win 5840
<nop,nop, timestamp 244021652 0>

<continued on next page>
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<continued from previous page>

15:59:00.612316 IP (tos 0x0, ttl 63, id 23056, offset 0, flags [DF], length: 52)
10.0.0.127.42721 > 172.16.0.127 .http: F [tcp sum ok] 274:274(0) ack 397 win 6432
<nop,nop, timestamp 244021652 843939>
15:59:00.612321 IP (tos 0x0, ttl 63, id 23056, offset 0, flags [DF], length: 52)
10.0.0.127.42721 > 172.16.0.127 .http: F [tcp sum ok] 274:274(0) ack 397 win 6432
<nop,nop, timestamp 244021652 843939>

15:59:00.612535 IP (tos 0x0, ttl 128, id 17557, offset 0, flags [DF], length: 52)
172.16.0.127 .http > 10.0.0.127.42721: . [tcp sum ok] 397:397(0) ack 275 win 65262
<nop,nop, timestamp 843939 244021652>

Unicast Mode

Setting your cluster to use unicast with ALB will lead to connection timeouts. The switch
chip learns the cluster MAC thanks to an MS-Load balancing packet that has the Ethernet
source MAC field set to the cluster MAC (this should not happen). Unfortunately, this ruins
all the effort that the clustering process had previously put into hiding the cluster MAC from
the switch and will stop the switch from flooding packets that are destined for the cluster
MAC.

Summary

This solution provides NIC redundancy and transmit-aggregation. It will not be tolerant to
failures downstream but the cluster should recover quickly if one or all ports fail on a node.
This is easy to implement but not as efficient as link aggregation.

|.The two ALB ports that clumpy1 was connected to on the switch were mirrored and the mirror port was then sniffed
by a linux server with tcpdump version 3.8.3 (libpcap version 0.8.3).
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Network

diagram

Adaptive Load Balancing, two switches and VRRP

Adaptive Load Balancing, two switches and VRRP

This section describes Adaptive Load Balancing (ALB). ALB provides load balancing and
adapter fault tolerance. The NIC driver should analyse the send and receive load on each
adapter and balance the rate across them based on the NIC vendor's algorithm/rule set (for
example Intel base it on the destination address).

If you want to provide load balancing with dual NICs in your cluster, then you may instead
use LACP, which is discussed in "Link Access/Aggregation Control Protocol and a
SwitchBlade" on page 29. Another alternative is Static Link Aggregation, which load balances
at the server level and is discussed in "Static Link Aggregation with a SwitchBlade" on

page 34. ALB is a less efficient but easy to implement solution.

Intel Pro/1000 MT Dual Port NIC

Linux PC as the workstation

2 x 32 bit PCs with Windows 2003 Enterprise Edition
AT-9924SP as L2 switch connected to workstation

2 x AT-9816GB

AT-8748SL as L2 switch on private cluster LAN

If only two servers are being used in the cluster, then the AT-8748SL may be left out and the
nodes connected directly to each other with a crossover cable. The AT-9924SP also serves as
a media adapter so that the UTP NIC can connect to the fibre AT-9816GB.

PRIVATE INTERFACE
clumpyl - 192.168.0.41
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10.0.0.127/24
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Configuration

Again, we will only use multicast clustering here.

In the following configurations, we have added a static ARP entry to both switches. For more
recent software versions, you need to also use the command enable ip mscluster. For the
most recent software versions, you need to use the command enable ip macdisparity, but
do not need the static ARP entry. For details, see "Accepting ARP entries that have a
multicast MAC address and a unicast IP address" on page 6. If you need a static ARP entry,
you can see the specific multicast address to use in the NLB Manager (see "Set up the NLB
Cluster" on page 66).

AT-9800 #1

#

# SYSTEM configuration

#

set system name="AT-9816GB-1"

#

# VLAN general configuration

#

create vlan="vlanl00" vid=100

create vlan="vlan200" vid=200

#

# VLAN port configuration

#

add vlan="100" port=1,9

add vlan="200" port=3

add vlan="100" port=2 frame=tagged

add vlan="200" port=2 frame=tagged

delete vlan="1" port=2

#

# IP configuration

#

enable ip

add ip int=vlanl00 ip=172.16.0.1 mask=255.255.255.0
add ip int=vl1an200 ip=10.0.0.1 mask=255.255.255.0
add ip arp=172.16.0.127 int=vl1anl00 eth=03-bf-ac-10-00-7f port=1
#

# VRRP configuration

#

enable vrrp

create vrrp=100 over=vlanl00 ipaddress=172.16.0.254
add vrrp=100 monitoredinterface=v1anl00

create vrrp=200 over=vl1an200 ipaddress=10.0.0.254
add vrrp=200 monitoredinterface=v1an200
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AT-9800 #2

#

# SYSTEM configuration

#

set system name="AT-9816GB-2"

#

# VLAN general configuration

#

create vlan="vlanl00" vid=100

create vlan="vlan200" vid=200

#

# VLAN port configuration

#

add vlan="100" port=1,9

add vlan="200" port=3

add vlan="100" port=2 frame=tagged

add vlan="200" port=2 frame=tagged

#

# IP configuration

#

enable ip

add ip int=vlanlO00 ip=172.16.0.2 mask=255.255.255.0

add ip int=vl1an200 ip=10.0.0.2 mask=255.255.255.0

add ip arp=172.16.0.127 int=vl1anl00 eth=03-bf-ac-10-00-7f port=1

#

# VRRP configuration

#

enable vrrp

create vrrp=100 over=vlanl00 ipaddress=172.16.0.254

add vrrp=100 monitoredinterface=v1anl00

create vrrp=200 over=vlan200 ipaddress=10.0.0.254

add vrrp=200 monitoredinterface=v1an200
AT-9924SP

#

# SYSTEM configuration

#

set system name="AT-9924SP"

#

# VLAN general configuration

#

create vlan="vlanl00" vid=100

add vlan="100" port=1-8

create vlan="v1an200" vid=200

add vlan="200" port=9-12

create vlan="vlan300" vid=300

add vlan="300" port=13-16

create vlan="vlan400" vid=400

add vlan="400" port=17-20

create vlan="vlan500" vid=500

add vlan="500" port=21-24

Tip: For better performance and a less chatty network, turn off probes and Receive Load
Balancing (RLB) on your NIC team.
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Description

In ALB mode, one of the NICs will answer an ARP request for the virtual IP address with its
burned-in MAC. This behaviour will once again defeat the way clustering should work
because the cluster IP ARP entry has a MAC address found in the forwarding database. This
is avoided by entering a static IP ARP entry.

This is wrong:

Manager AT-9816GB-1> sh ip arp

Interface IP Address Physical Address ARP Type Status
v1an200(3) 10.0.0.127 00-50-fc-ee-£f5-13 Dynamic active
v1an200 10.0.0.255 ff-ff-ff-ff-ff-£ff Other active
v1anl00(2) 172.16.0.41 00-04-23-b5-bb-6f Dynamic active
v1anl00(9) 172.16.0.42 00-04-23-ab-37-02 Dynamic active
v1anl00(2) 172.16.0.127 00-04-23-b5-bb-6f Dynamic active
v1anl00 172.16.0.255 ff-ff-ff-ff-ff-£ff Other active
v1an200 255.255.255.255 ff-ff-ff-ff-ff-ff Other active

Manager AT-9816GB-1> sh swi fdb

Switch Forwarding Database (hardware)

Total Number of Entries = 8
VLAN MAC Address Port Status
1 00-00-cd-09-73-50 CPU static

100 00-00-cd-09-73-50 CPU static

200 00-00-cd-09-73-50 CPU static

100 00-04-23-b5-bb-6f 2 dynamic
100 00-04-23-ab-37-02 9 dynamic
100 00-04-23-ab-37-03 2 dynamic
100 00-04-23-b5-bb-6e 1 dynamic
200 00-50-fc-ee-£f5-13 3 dynamic

This is right:

Manager AT-9816GB-1> sh ip arp

Interface IP Address Physical Address ARP Type Status
v1lan200 10.0.0.255 ff-ff-ff-ff-ff-££f Other active
v1anl00(9) 172.16.0.42 00-04-23-ab-37-02 Dynamic active
v1anl00 (1) 172.16.0.127 03-bf-ac-10-00-7f Static active
v1anl00 172.16.0.255 ff-ff-ff-ff-ff-£ff Other active
v1an200 255.255.255.255 ff-ff-ff-ff-ff-ff Other active

Example output continues on the next page.
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Manager AT-9816GB-1> sh swi fdb

Switch Forwarding Database (hardware)

1 00-00-cd-09-73-50 CPU static
100 00-00-cd-09-73-50 CPU static
200 00-00-cd-09-73-50 CPU static
100 00-00-5e-00-01-64 CPU static
200 00-00-5e-00-01-c8 CPU static
100 00-04-23-b5-bb-6f 2 dynamic
100 00-04-23-ab-37-02 9 dynamic
100 00-04-23-ab-37-03 2 dynamic
100 00-04-23-b5-bb-6e 1 dynamic
3

200 00-50-fc-ee-£f5-13 dynamic
Manager AT-9816GB-2> sh ip arp
Interface IP Address Physical Address ARP Type Status
v1an200(2) 10.0.0.127 00-50-fc-ee-£f5-13 Dynamic active
v1an200(2) 10.0.0.254 00-00-5e-00-01-c8 Dynamic active
v1an200 10.0.0.255 ff-ff-ff-ff-ff-£ff Other active
v1anl00 (1) 172.16.0.41 00-04-23-b5-bb-6f Dynamic active
v1anl00(2) 172.16.0.42 00-04-23-ab-37-02 Dynamic active
v1lanl00(1) 172.16.0.127 03-bf-ac-10-00-7£ Static active
v1anl00(2) 172.16.0.254 00-00-5e-00-01-64 Dynamic active
v1anl00 172.16.0.255 ff-ff-ff-ff-ff-ff Other active
v1an200 255.255.255.255 ff-ff-ff-ff-ff-ff Other active

Manager AT-9816GB-2> sh swi fdb

Switch Forwarding Database (hardware)

1 00-00-cd-03-00-e8 CPU static
100 00-00-cd-03-00-e8 CPU static
200 00-00-cd-03-00-e8 CPU static

100 00-04-23-b5-bb-6f 1 dynamic
100 00-04-23-ab-37-02 2 dynamic
100 00-04-23-ab-37-03 9 dynamic
100 00-04-23-b5-bb-6e 2 dynamic
100 00-00-cd-09-73-50 2 dynamic
100 00-00-5e-00-01-64 2 dynamic
200 00-00-5e-00-01-c8 2 dynamic
200 00-50-fc-ee-£f5-13 2 dynamic

At this point we can observe an interesting phenomenon. Remember that we added the
static IP ARP entry to port 1 on both switches. One port on each node's NIC is connected
to port 1 of a switch. The second port on each node's NIC is attached to port 9 on the other
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switch. In the following example, one of the switches now cannot ping the virtual server
address:

Manager AT-9816GB-1> ping 172.16.0.127

Echo reply 1 from 172.16.0.127 time delay 0 ms
Echo reply 2 from 172.16.0.127 time delay 0 ms
Echo reply 3 from 172.16.0.127 time delay 0 ms
Echo reply 4 from 172.16.0.127 time delay 0 ms
Echo reply 5 from 172.16.0.127 time delay 0 ms
Manager AT-9816GB-2> ping 172.16.0.127

Request 1 timed-out: No reply from 172.16.0.127
Request 2 timed-out: No reply from 172.16.0.127
Request 3 timed-out: No reply from 172.16.0.127
Request 4 timed-out: No reply from 172.16.0.127

Request 5 timed-out: No reply from 172.16.0.127

To understand the reason for this, examine the following fix:

Manager AT-9816GB-2> del ip arp=172.16.0.127
Info (1005272): ARP entry successfully deleted.
Manager AT-9816GB-2> add ip arp=172.16.0.127 ether=03-bf-ac-10-00-7f
int=v1anl00
port=9
Info (1005275): ARP successfully added.
Manager AT-9816GB-2> ping 172.16.0.127
Echo reply 1 from 172.16.0.127 time delay 0 ms
Echo reply 2 from 172.16.0.127 time delay 0 ms
Echo reply 3 from 172.16.0.127 time delay 0 ms

Echo reply 4 from 172.16.0.127 time delay 0 ms

Echo reply 5 from 172.16.0.127 time delay 0 ms

Example output continues on the next page:
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Manager AT-9816GB-2> sh ip arp

Interface IP Address Physical Address ARP Type Status
v1an200 10.0.0.255 ff-ff-ff-ff-ff-£ff Other active
v1anl00(2) 172.16.0.41 00-04-23-b5-bb-6f Dynamic active
v1anl00(9) 172.16.0.42 00-04-23-ab-37-02 Dynamic active
v1anl00(9) 172.16.0.127 03-bf-ac-10-00-7f Static active
v1anl00 172.16.0.255 ff-ff-ff-ff-ff-ff Other active
v1an200 255.255.255.255 ff-ff-ff-ff-ff-ff Other active

Manager AT-9816GB-2> sh swi fdb

Switch Forwarding Database (hardware)

1 00-00-cd-03-00-e8 CPU static
100 00-00-cd-03-00-e8 CPU static
200 00-00-cd-03-00-e8 CPU static

100 00-04-23-b5-bb-6f 2 dynamic
100 00-04-23-ab-37-02 9 dynamic
100 00-00-5e-00-01-64 2 dynamic
200 00-00-5e-00-01-c8 2 dynamic

The static IP ARP entry has now been set to port 9 instead of port 1. The next thing to
understand is that an IP ARP entry will be used by the switch when it does software lookups.
The switch consults its IP ARP table when it pings an address and in the first instance sends
pings to port 1 only. From this information and our observation in the example above, we
conclude that changing the static IP ARP port worked because under ALB one of the NIC
ports is not listened to by the NIC driver for some arbitrary rule at the NIC driver level.

ALB should be able to assume that traffic is flooded to all ports and hence the behaviour is
not necessarily incorrect.

Data that is switched through the switch (as opposed to being sent from the switch CPU) will

be flooded. The port lookup for packets going through the switch is done by consulting the
FDB, which does not have an entry for the cluster MAC address.

Summary

This solution provides NIC redundancy and transmit-aggregation. It will not be tolerant to
failures downstream but the cluster should recover quickly if one or all ports fail on a node.
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Link Access/Aggregation Control Protocol and a
SwitchBlade

The following configuration demonstrates how to increase your NLB bandwidth by teaming
two NICs. We will use Link Aggregation Control Protocol (LACP) to maximise this
bandwidth.
Equipment Intel Pro/1000 MT Dual Port NIC

SwitchBlade (AT-SB4108-00)

Switch Control Card (AT-SB4211)

24 port trispeed line card (AT-SB4412)

2 x 32-bit PCs running Windows 2003 Enterprise Edition

Note: LACP requires a “K revision” line card in the SwitchBlade. Any control card should

be okay.
Network
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Note: The card in the SwitchBlade in the diagram above shows 32 ports rather than the 24
that our setup actually uses.
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Configuration

First, set up LACP on your SwitchBlade. At the hardware level you will need a “K revision”
line card, such as a 24 port trispeed card.

Set the Windows 2003 NLB cluster servers to use multicast mode.

Remember to add a static ARP for the multicast MAC, and to use the command enable ip
mscluster.

set system name="Switchblade"

create vlan="vlanl00" vid=100
create vlan="v1an200" vid=200

add vlan="100" port=3.1-3.2,3.9-3.10
add vlan="200" port=3.3

enable ip

add ip int=vlanl00 ip=172.16.0.254 mask=255.255.255.0

add ip int=v1an200 ip=10.0.0.254 mask=255.255.255.0

enable ip mscluster

add ip arp=172.16.0.127 int=vlanl00 eth=03-bf-ac-10-00-7f port=3.1

ena lacp

delete lacp port=3.3-3.8,3.11-3.24

set lacp port=3.1-3.2 adminkey=100

set lacp port=3.9-3.10 adminkey=200

Your clustered servers' NICs must support Link Aggregation (802.3ad) mode. This will either
be a part of the driver set already or you will need to download the latest drivers from
whoever your NIC vendor is. Set up link aggregation on the NICs last.

Note: It may take a few moments after Windows starts up for NLB to begin.

Description

When your setup is working you should see results similar to the following:

Manager Switchblade> sh ip arp
Interface IP Address Physical Address ARP Type Status
v1an200(3.3) 10.0.0.127 00-50-fc-ee-£f5-13 Dynamic active
v1an200 10.0.0.255 ff-ff-ff-ff-ff-£ff Other active
v1anl00(3.2) 172.16.0.41 00-04-23-b5-bb-6e Dynamic active
v1anl00(3.10) 172.16.0.42 00-04-23-ab-37-02 Dynamic active
v1anl00(3.1) 172.16.0.127 03-bf-ac-10-00-7f Static active
v1anl00 172.16.0.255 ff-ff-ff-ff-ff-£ff Other active
v1an200 255.255.255.255 ff-ff-ff-ff-ff-ff Other active
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Manager Switchblade> sh swi fdb inst=3.0
Switch Forwarding Database (hardware)

Blade Switch Instance: 3.0, (AT-SB4412 24-10/100/1000T(RJ45))

Total Number of Entries = 8
VLAN MAC Address Port Status
1 00-00-cd-05-01-14 CPU static

100 00-00-cd-05-01-14 CPU static
200 00-00-cd-05-01-14 CPU static

100 00-04-23-ab-37-02 3.10 dynamic
100 00-04-23-b5-bb-6e 3.2 dynamic
100 00-04-23-b5-bb-6f 3.2 dynamic
100 00-04-23-ab-37-03 3.10 dynamic
200 00-50-fc-ee-£f5-13 3.3 dynamic

Manager Switchblade> sh swi tab=ip inst=3.0
Blade Switch Instance: 3.0, (AT-SB4412 24-10/100/1000T(RJ45))

CXE IP route table summary information:
Total number of entries = 18

CXE IP route table:

Index Seg Network Nexthop ToProc VRP VID Hits PV Prio Perm
0 101 192.168.255.1 00-00-cd-05-00-00 O 0 4094 0 0 0 1
1 101 172.16.0.127 03-bf-ac-10-00-7f O 6 100 O 0 0 1
2 101 172.16.0.42 00-04-23-ab-37-02 0 6 100 O 0 0 1
3 101 10.0.0.127 00-50-fc-ee-£f5-13 0 5 200 O 0 O 1
4 101 172.16.0.41 00-04-23-b5-bb-6e 0 6 100 O 0 O 1
5 102 192.168.255.12 00-00-cd-05-00-58 0 0 4094 0 0 0 1
6 102 192.168.255.127 00-00-cd-05-00-58 0 0 4094 0 0 0 1
7 102 192.168.255.140 00-00-cd-05-00-58 0 1 4093 0 0 0 1
8 102 192.168.255.255 00-00-cd-05-00-58 0 1 4093 0 0 0 1
9 102 10.0.0.254 00-00-cd-05-01-14 0 5 200 O 0 O 1
10 102 10.0.0.255 00-00-cd-05-01-14 0 5 200 O 0 0 1
11 102 172.16.0.254 00-00-cd-05-01-14 O 6 100 O 0 0 1
12 102 172.16.0.255 00-00-cd-05-01-14 0 6 100 O 0 0 1
13 109 192.168.255.0 00-00-cd-05-00-58 0 0 4094 0 0 0 1
14 109 192.168.255.128 00-00-cd-05-00-58 0 1 4093 0 0 0 1
15 110 10.0.0.0 00-00-cd-05-01-14 0 5 200 O 0 0 1
16 110 172.16.0.0 00-00-cd-05-01-14 0 6 100 O 0 0 1
17 134 0.0.0.0 00-00-cd-05-00-00 O 0 4094 0 0 0 1
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Manager Switchblade> sh lacp trunk

LACP Dynamic Trunk Group Information

Trunk group name .......... lacp30:
Speed ... e 1000 Mbps
Ports in Trunk .......... 3.1-3.2
LAG ID:

[(8000,00-00-cd-05-01-14,0004,00,0000), (£E£££,00-04-23-b5-bb-6e,0011,00,0000) 1]

Trunk group name .......... lacp29:
Speed ... 1000 Mbps
Ports in Trunk .......... 3.9-3.10
LAG ID:

[(8000,00-00-cd-05-01-14,0005,00,0000), (£E£££,00-04-23-ab-37 02,0011,00,0000) 1]

Notice that the MAC address 03-bf-ac-10-00-7f only appears in the IP ARP table, it never
appears in the FDB. Two of the MAC addresses in the FDB appear in the IP ARP table.
Another two (00-04-23-b5-bb-6f and 00-04-23-ab-37-03) appear only in the FDB, they are
the second ports of each node. Both ports of the node are associated with the same port.
This is a designed feature of trunking, where all the MAC addresses in a trunk are associated
in FDB with one port in that trunk. This does not break trunking because traffic will still be
balanced across all the ports in the trunk.

In this setup, with minimal load, traffic may be seen to only be received on one port in the
trunk and reply sent out the other port. To check that the LACP trunk is working, ping the
cluster address.

On port 3.1 you should see only echo requests:

16:45:42.208807 IP (tos 0x0, ttl 63, id 0, offset 0, flags [DF], length: 84) 10
.0.0.127 > 172.16.0.127: icmp 64: echo request seqg 57088

16:45:43.208795 IP (tos 0x0, ttl 63, id 0, offset 0, flags [DF], length: 84) 10
.0.0.127 > 172.16.0.127: icmp 64: echo request seq 57344

16:45:44.208777 IP (tos 0x0, ttl 63, id 0, offset 0, flags [DF], length: 84) 10
.0.0.127 > 172.16.0.127: icmp 64: echo request seq 57600

and only echo replies on port 3.2:

16:47:26.208996 IP (tos 0x0, ttl 128, id 6872, offset 0, flags [DF], length:
84) 172.16.0.127 > 10.0.0.127: icmp 64: echo reply seqg 57088
16:47:27.208993 IP (tos 0x0, ttl 128, id 6921, offset 0, flags [DF], length:
84) 172.16.0.127 > 10.0.0.127: icmp 64: echo reply seq 57344
16:47:28.208992 IP (tos 0x0, ttl 128, id 6922, offset 0, flags [DF], length:
84) 172.16.0.127 > 10.0.0.127: icmp 64: echo reply seqg 57600

The important point is that the ICMP echo request is sent to one port only in the trunk.
The NLB server will decide which port to send the reply over (either 3.1 or 3.2); in this case
it was over port 3.2. Note that both servers may respond to the ICMP packet depending on
the NLB rules so your client could report duplicate replies.

You may see the same behaviour with HTTP requests (one port egress, one port ingress) but
as traffic increases it is more likely that the SwitchBlade and Windows will balance traffic
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across both ports. The key is that you should never see duplicate unicast packets over two
ports in the same trunk.

Port 3.1 would appear as such:

16:20:13.856129 IP 10.0.0.127.42235 > 172.16.0.127.http: SWE
3617082630:3617082630(0) win 5840 <mss 1460, sackOK, timestamp 235508243
0,nop,wscale 0>

16:20:13.857435 IP 10.0.0.127.42235 > 172.16.0.127 .http: . ack 4292649670 win
5840 <nop,nop, timestamp 235508244 0>

16:20:13.858012 IP 10.0.0.127.42235 > 172.16.0.127.http: P 0:273(273) ack 1
win 5840 <nop,nop,timestamp 235508244 0>

16:20:13.860174 IP 10.0.0.127.42235 > 172.16.0.127.http: F 273:273(0) ack 397
win 6432 <nop,nop,timestamp 235508245 23725>

Port 3.2 may appear as such:

17:10:27.509249 IP (tos Ox0, ttl 128, id 11982, offset 0, flags [none],
length:64) 172.16.0.127.http > 10.0.0.127.42628: S [tcp sum ok]
1493187854:1493187854(0) ack 2433262544 win 16384 <mss 1460,nop,wscale
0,nop,nop, timestamp 0 0,nop,nop, sackOK>

17:10:27.510746 IP (tos 0x0, ttl 128, id 11983, offset 0, flags [DF], length:
447) 172.16.0.127 .http > 10.0.0.127.42628: FP 1:396(395) ack 274 win 65262
<nop, nop, timestamp 22780 235809610>

17:10:27.511880 IP (tos 0x0, ttl 128, id 11984, offset 0, flags [DF], length:
52) 172.16.0.127.http > 10.0.0.127.42628: . [tcp sum ok] 397:397(0) ack 275
win 65262 <nop,nop, timestamp 22780 235809610>

Please see the section "Special Note About LACP and 802.3ad" on page 36.

Summary

This method will provide efficient fault tolerance and load balancing. This setup will not give
an individual node redundancy if a line card is hot swapped. However, better use of

bandwidth is gained. Cluster redundancy is preserved if the two nodes each connect to two
24-port trispeed cards, because hot swapping one line card will leave the other node(s) up.

LACP will give you management capabilities over link aggregation. The benefits of that may
only be slight. For more information about LACP on Allied Telesis switches, see your switch’s
Software Reference. For more information on just LACP, consult the IEEE standard 802.3-
2002.

The alternative is Static Link Aggregation, which does not rely on special hardware and
software to run.
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Static Link Aggregation with a SwitchBlade

Static link aggregation was developed to increase throughput between switches. Because
Allied Telesis switches support 802.3ad, this is a viable option.
Equipment Intel Pro/1000 MT Dual Port NIC
Linux PC as the workstation
2 x 32 bit PCs with Windows 2003 Enterprise Edition
SwitchBlade chassis (AT-SB4108-00)
Switch Control Card (AT-SB4211)
2 x 8 port UTP trispeed line card (AT-SB4411 8-1000T (R]45))
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Configuration

#

# SYSTEM configuration

#

set system name="Switchblade"

#

# VLAN general configuration

#

create vlan="vlanl00" vid=100

add vlan="100" port=3.1-3.2,4.1-4.2

create vlan="vlan200" vid=200

add vlan="200" port=3.3

#

# IP configuration

#

enable ip

add ip int=vlanl00 ip=172.16.0.254 mask=255.255.255.0
add ip int=vlan200 ip=10.0.0.254 mask=255.255.255.0
enable ip mscluster

add ip arp=172.16.0.127 int=vlanl00 eth=03-bf-ac-10-00-7f port=3.1
#

# SWITCH configuration

#

create switch trunk=clumpy2 port=4.1-4.2 speed=1000m
create switch trunk=clumpyl port=3.1-3.2 speed=1000m

Description

802.3ad trunking demands that both ports in a trunk be on the same switch instance.
Therefore, you cannot connect two ports on the same node to two different cards and
expect to be able to trunk them. By putting each node on its own line card, only cluster
redundancy is gained. NLB multicast mode must be used in the cluster.

Please see the section "Special Note About LACP and 802.3ad" on page 36.

Summary

This method will provide efficient fault tolerance and load balancing with the added bonus of
working on any Allied Telesis SwitchBlade line card. This setup will not give an individual node
redundancy if a line card is hot swapped. However, better use of bandwidth is gained. Cluster
redundancy is preserved because hot swapping one line card will leave the other node(s) up.
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Special Note About LACP and 802.3ad

The SwitchBlade will send IP packets destined for the virtual address to one port in each
trunk. The node's NIC driver will decide to send return traffic via one NIC, which is a
decision the NIC driver makes based on its own algorithm. An IP packet may be sent by the
SwitchBlade to port 1 of the node and the reply sent to the SwitchBlade from port 2 on the
node. An IP packet may be sent by the SwitchBlade to port 2 of the node and the reply sent
to the SwitchBlade again from port 2 on the node.

Therefore, all traffic cannot be seen on one port alone but sniffing both ports should reveal
the entire traffic flow with no duplicate packets.

The port that the SwitchBlade sends traffic to is dependant on the layer(s) that you choose to
involve in the hashing calculation that determines the egress port for a given packet. Layer 2
and layer 3 hashing is normally on. Layer 4 hashing may or may not be on by default,
depending on the SwitchBlade software release and control cards. Under layer 4 hashing, the
SwitchBlade will use TCP port numbers to determine which physical port in a trunk to send
traffic over. Put simply, layer 4 hashing will give a randomly balanced traffic shape for packets
with the same source and destination IP.

The use of layer 2 and/or layer 3 hashing without layer 4 will cause the SwitchBlade to send
all IP traffic to the same port on the node every time for packets with the same source and

destination IP. The node will continue to send return traffic based on its own algorithm.

In the following example output from the command show switch, you can see that the
SwitchBlade control card is using layer 2 and layer 3 hashing.
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Switch Configuration

Silicon Revision ........... CXE K1

Switch Type ................ Control Card
Blade Position ............. 9

Blade Switch Instance ...... 9.0

Blade Instance Health ...... Alive

IP AAAressS ... iiiiiinnnnnn 192.168.255.0
IPX AdAress ... iiiiinnnn.n ff££££00

PCI €XrOrS .« vt vvveeeeeeennnn 0

CAM size ( entries ) ....... 106496

Switch Address ............. 00-00-cd-05-01-14
Learning . .....eeeeeiinnea.. ON

Ageing Timer ............... ON

Number of Fixed Ports ...... 0

Number of Uplink Ports ..... 0

Mirroring .........eeeeeneo.. DISABLED
Mirror port ................ None

Ports mirroring on Rx ...... None

Ports mirroring on Tx ...... None

Ports mirroring on Both .... None

Pause Flow Control Mode .... Basic

Basic Flow Control Length .. 10

Number of WAN Interfaces ... 0

Name of Interface(s) ....... -

Ageingtime ................. 300

VLAN classification ........ To be defined
STP Forwarding ............. Disabled
UpTime ...ttt it iieennn 04:09:55
Hashingfield ......cccccc... L2 L3

L3 Test mode ............... MODE1

Silicon Revision ........... CXE K1

Switch Type ................ Control Card
Blade Position ............. 9

Blade Switch Instance ...... 9.1

Blade Instance Health ...... Alive

IP AAAress ... ivviinennnnn. 192.168.255.0
IPX AdAressS ... iienennnnn. fEf££££00

PCI €XrOrS .« vt v vieeeennnnn. 0

CAM size ( entries ) ....... 106496

Switch Address ............. 00-00-cd-05-01-14
Learning . ...eeeeeennnnnnenn ON

Ageing Timer ............... ON

Number of Fixed Ports ...... 0

Number of Uplink Ports ..... 0

MirrOring . ..eeeeeeeeenennnnn DISABLED
Mirror POrt ... vvnennnnn. None

Ports mirroring on RxX ...... None

Ports mirroring on TX ...... None

Ports mirroring on Both .... None

Pause Flow Control Mode .... Basic

Basic Flow Control Length .. 10

Number of WAN Interfaces ... 0

Name of Interface(s) ....... -

Ageingtime ................. 300

VLAN classification ........ To be defined
STP Forwarding ............. Disabled
UpTime . ...t iii.. 04:09:55
Hashingfield .......ccc000.. L2 L3

L3 Test mode ............... MODE1
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To force the SwitchBlade to mix traffic between ports on the same node, turn on layer 4
hashing. Also, to avoid problems with cards that have pre K-revision silicon, consider turning
off layer 3 hashing on all control and line cards:

ena
ena
ena
ena

disable
disable
disable
disable

swi
swi
swi
swi

enable switch mirror
create switch trunk=clumpy2 port=4.1-4.2 speed=1000m
create switch trunk=clumpyl port=3.1-3.2 speed=1000m
set switch port=3.1 mirror=both

switch hash=13
switch hash=13
switch hash=13
switch hash=13

hash=14 inst=3.
hash=14 inst=4.
hash=14 inst=9.
hash=14 inst=9.

instance=9.0
instance=9.1
inst=3.0
inst=4.0

R O O O

This results in the example output from the command show switch as shown on the next

page.
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Switch Configuration

Silicon Revision ........... CXE K1

Switch Type ................ Control Card
Blade Position ............. 9

Blade Switch Instance ...... 9.0

Blade Instance Health ...... Alive

IP AAAressS ... iiiiiinnnnnn 192.168.255.0
IPX AdAress ... iiiiinnnn.n ff££££00

PCI €XrOrS .« vt vvveeeeeeennnn 0

CAM size ( entries ) ....... 106496

Switch Address ............. 00-00-cd-05-01-14
Learning . .....eeeeeiinnea.. ON

Ageing Timer ............... ON

Number of Fixed Ports ...... 0

Number of Uplink Ports ..... 0

Mirroring .........eeeeeneo.. DISABLED
Mirror port ................ None

Ports mirroring on Rx ...... None

Ports mirroring on Tx ...... None

Ports mirroring on Both .... None

Pause Flow Control Mode .... Basic

Basic Flow Control Length .. 10

Number of WAN Interfaces ... 0

Name of Interface(s) ....... -

Ageingtime ................. 300

VLAN classification ........ To be defined
STP Forwarding ............. Disabled
UpTime ...ttt it iieennn 04:33:37
Hashingfield ......cccccc... L2 L4

L3 Test mode ............... MODE1

Silicon Revision ........... CXE K1

Switch Type ................ Control Card
Blade Position ............. 9

Blade Switch Instance ...... 9.1

Blade Instance Health ...... Alive

IP AAAress ... ivviinennnnn. 192.168.255.0
IPX AdAressS ... iienennnnn. fEf££££00

PCI €XrOrS .« vt v vieeeennnnn. 0

CAM size ( entries ) ....... 106496

Switch Address ............. 00-00-cd-05-01-14
Learning . ...eeeeeennnnnnenn ON

Ageing Timer ............... ON

Number of Fixed Ports ...... 0

Number of Uplink Ports ..... 0

MirrOring . ..eeeeeeeeenennnnn DISABLED
Mirror POrt ... vvnennnnn. None

Ports mirroring on RxX ...... None

Ports mirroring on TX ...... None

Ports mirroring on Both .... None

Pause Flow Control Mode .... Basic

Basic Flow Control Length .. 10

Number of WAN Interfaces ... 0

Name of Interface(s) ....... -

Ageingtime ................. 300

VLAN classification ........ To be defined
STP Forwarding ............. Disabled
UpTime . ...t iii.. 04:33:37
Hashingfield .......ccc0c... L2 L4

L3 Test mode ............... MODE1
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How Allied Telesis recommends NLB be implemented at layer 3

How Allied Telesis recommends NLB be
implemented at layer 3

If you are interested in teamed NICs for redundancy, aggregation or otherwise then the
mode you select is entirely your decision. This example will use the most commonly
implemented teaming - Switch Fault Tolerance (SFT).

The following method provides the best level of redundancy and failover at layer 2 and

layer 3.

At layer 3, it uses AR750S routers, but other routers will also work. Layer 3 switches will
also work, as long as each layer 3 switch only has one port connected to one layer 2 switch.
The layer 2 switches can be any Allied Telesis switch.
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Configuration

The AR750S is in charge of routing traffic between the rest of the network and the L2
network that the servers are on. This network can be easily scaled up with more switches
and servers, or scaled down to one switch and two servers each with a single or dual NIC.

Add an IP interface and route information to both of the AR750S routers.

enable ip

add ip interface=eth0 ip=192.168.100.x mask=255.255.255.0

add ip interface=vlanl00 ip=172.16.0.x mask=255.255.255.0

add ip arp=172.16.0.127 int=vl1anl00 eth=01-00-5e-7f-00-7f port=1

In the above configuration, we have added a static ARP entry to the VLAN interface to which
the server's layer 2 network connects. For more recent software versions, you need to also
use the command enable ip mscluster. For the most recent software versions, you need to
use the command enable ip macdisparity, but do not need the static ARP entry. For
details, see "Accepting ARP entries that have a multicast MAC address and a unicast IP
address" on page 6. If you need a static ARP entry, you can see the specific multicast address
to use in the NLB Manager (see "Set up the NLB Cluster" on page 66).

It is important to note that only one switch connects to the AR750S. This will not work
properly if a switch is connected to more than one router.

Then create a VRRP interface to be the next hop for the 192.168.100.0/24 network to reach
the NLB server network. You should also add a VRRP interface for the 172.16.0.0/24 subnet.
The following configuration is applied to both AR routers and includes a monitored interface
so that the VRRP master will change if the status of vlan100 or ethO changes.

enable vrrp

create vrrp=1 over=eth0 ipaddress=192.168.100.254
add vrrp=1 monitoredinterface=v1anl00

create vrrp=2 over=vlanl00 ipaddress=172.16.0.254
add vrrp=2 monitoredinterface=eth0

The switches can be configured with or without an IP address but they are not configured
with a static IP ARP. The switches should not be configured with multiple VLANs. At the
most basic level, the switches do not need any configuration at all. A switch that supports
IGMP snooping is all that is actually required. IGMP snooping is enabled by default on Allied
Telesis switches. An IGMP querier configuration is required on at least one switch, ideally on
both for redundancy:

enable ip igmp
ena ip igmp interface=vl1anl00

Page 41 | AlliedWare™ OS How To Note: NLB Clustering



How Allied Telesis recommends NLB be implemented at layer 3

Configure the NLB servers as normal, but select “IGMP multicast”, as shown in the following
figure.

Cluster Properties il

Cluster Parameters | Cluster [P .-’-'-.ddressesl Fort Bules

— Cluzster IP configuratian

IF address: I 172,16 . 0 127
Subnet maszk: I 2hR.2RE . 28R, 0
Eull Internet name; Itest.u:u:u.nz

Metwork, address: IEI'I -00-5e-7F-00-7f

— Clugter operation mode

" Unicast % Mulicast ¥ 1GMP multicast

Remote pazsword:

Ixxxxxxxxxxxx

Ixxxxxxxxxxxx

Confirm pazsword;

k. I Cancel Help
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Appendix 1 —Quick Start Guide to setting up a
Windows 2003 NLB cluster

» Install Windows 2003

Defaults are okay during the install but you must ensure you use NTFS. If you already have
Windows 2003 installed, but with the FAT file system, then open up a command prompt
(otherwise known as a MSDOS window) and type “convert c: /FS:NTFS /X” and then reboot.
When the PC reboots it will analyse the hard drive and then convert the file system to NTFS
without destroying data (hopefully).

Before you begin. Set up the private node-to-node ethernet connection and assign each node
an IP. This example uses the 192.168.0.0/24 network for the private LAN.

Copy the i386 directory to your hard drive if you have space.

Installation of first NLB Server - clumpy1

» Check that your drive partition uses an NTFS file system

If your Windows 2003 installation partition file system is not NTFS, then convert the drive
now. You cannot proceed without NTFS.

W WINDDWS  system32' cmd.exe

Microsoft Windows [Version 5.2.37781
C(C» Copyright 1985-2003 Microsoft Corp.

C:x\Documents and Settings“Administrator>convert c: ~F5:NTFS ¥
The type of the file system iz FAT3Z.

Convert failed to dismount the volume.

Conuvert cannot gain exclusive accessz to the C: drive,

=o it cannot convert it now. UWould you like to

schedule it to be converted the next time the

syzstem restarts (Y/NIT? y

The converszion will take place automatically the next time the
syztem restarts.

C:=“\Documents and Settings“Administratori_
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» Install a domain controller (DC) if you do not have one

Windows 2003 clustering requires DNS lookups to work and in the case of Clustering
requires an account within the domain to be set up. It may be possible to avoid setting up a
DC (you could manually set up DNS perhaps) but it is easier to have a domain controller in a
Windows environment. Run dcpromo, follow the prompts as per the screenshots and then
reboot afterwards.

» Set up a Domain Controller

Run 2| x|

= Type the name of a program, Folder, document, or
: Internet resource, and Windows will open it for wou,

Open: =

O I Cancel | Browse, ., |

Active Directory Installation Wizard i El

Welcome to the Active Directory
Installation Wizard

Thiz wizard helps vou install Active Directory services an thiz
gerver, making the zerver a domain controller.

IF thiz iz the first ime pou have installed Active Directory, it iz
recommended that you firzt read the overview in Active
Directory Help.

To continue, click Mext.

< Back

Cancel |
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Active Directory Installation Wizard ____ ﬂ
Operating System Compatibility /
Improved security settings in Windows Server 2003 affect older werzions of
Windows,

Dramain contrallers wnning Windows Server 2003 implement securnity settings that
reguire clientz and other gervers to communicate with thoze domain contrallers in a maore
SECLITE WaY.

The following older verzsions of WWindows cannot meet the new requirements:
® Windows 95
®  Windows NT 4.0 5P3 or earlier

By default, computers running thoze verzions of Windows will not be able o log on with
a domain contraller running ‘wWindows Server 2003 or acces: domain resources.

Far mare infarmation, see Compatibility Help.

< Back

Active Directory Installation Wizard - |
Domain Controller Type /
Specify the rale you want this server to have.

Do you want thiz zerver bo become a domain controller for a new domain or an
additional domain contraller for an existing domain’?

[y {Domain controller for a new domaire

Select thiz option to create a new child domain, new domain tree, ar new fonestk,
Thiz zerver will become the firzt domain contraller in the new domair.

£~ Additional domain controller for an existing domain
& Froceeding with this option will delete all local accountz on this server.

All cryptographic keys will be deleted and should be exported before
cohtinuing.

All encrypted data, such as EFS-encypted files or e-mail, should be decrypted
before continuing ar it will be permanently inacceszible.

< Back I Ment » I Cancel
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Active Directory Installation Wizard x|
Create New Domain /
Select which type of domain to create,

Create a new:

v Diomain in & new forest

Select thiz ophion if thiz iz the firzt domain in pour orgarization or if pou want the new
domain ta be completely independent of pour current forest,

£ Child damain in an existing domain tree

If you want the new domain to be a child of an exzting domain, select thiz option.
For example, you could create a new domain named
headguarters. example. microzoft. com as a child domain of the domain

example. microsaft. com.

" Domain tree in an exizting forest

If you don't want the new domain to be a child of an existing domain, select thiz
optian. Thiz will create a new domain tree that iz separate from any existing trees.

¢ Back I MHest > I Cancel

Active Directory Installation Wizard x|

Inztall or Configure DHN5 /
Y'ou can configure or inztall Domain Naming Service [DMS] an thiz computer.

Dramain Maming Service [DMS] is not configured on this computer. 1z DS already
running on this network?

= ez, | will configure the DMS client

& Mo, just install and corfigure DNS on this computer

< Back I Hest > I Cancel
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Active Directory Installation Wizard x|
Hew Domain Hame /
Specify a name faor the new domair.

Type the full NS name for the new domain
[for example: headguarters. example. microgsoft com].

Full DMS name for new domain:

ezt co.nz

¢ Back I MHest > I Cancel

Active Directory Installation Wizard x|
MetBlOS Domain Hame /
Specify a MetBI0S name for the e domain.

Thiz iz the name that users of earlier versions of YWindows will uze to identify the new
domain. Click Mest to accept the name zhown, or lype a new name.

Darnain MetBI05 narme: TEST

< Back I Hest > I Cancel
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Active Directory Installation Wizard x|

D atabase and Log Folders /
Specify the folders to contain the Active Directory database and log files.

For best perfformance and recoverability, store the database and the log on separate
hard dizks.

Where do pou want to store the Active Directory database?

Databaze folder:

Where do pou want to ztore the Active Directary log?

Log folder:
CAMWAMDOWSYHTDS Browse...

Browse... |
_Bowss.. |

¢ Back I MHest > I Cancel

Active Directory Installation Wizard x|

Shared Syztem Yolume /
Specify the folder to be shared as the spstem volume.

The S%"S%OL folder stares the server's copy of the domain's public files. The contents
aof the SY'SYOL folder are replicated to all domain controllers in the domain.

The S%"S%OL folder muzt be located on an HTFS vaolumme.
Enter a location for the SY'5WOL folder.

FEolder location:

Browse... |

< Back I Hest > I Cancel
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Active Directory Installation Wizard x|

Permizsions /
Select default permizsions for uzer and group objects.

Some zerver programz, such as Windows NT Bemote Access Service, read information
gtored on domain controllers.

" Pemizzions compatible with prewindows 2000 server operating systems

Select thiz optian if you rin zerver programs an pre-windows 2000 server aperating
zpztems ar on YWindows 2000 ar Windows Server 2003 operating syztemns that are
memberz of pre-windows 2000 domains.

r@- Anonpmouz users can read information on this domain.

¥ Pemizzions compatible anly with Windows 2000 or Windows Server EDDSE
operating systems

Select thiz option if you rwn zerver programs anly on Windows 2000 ar Windows
Server 2003 operating zystems that are members of Active Directory domaing. Only
authenticated users can read information an this dormain.

¢ Back I MHest > I Cancel

Active Directory Installation Wizard x|
Directory Services Restore Mode Admimistrator Password /
Thiz password iz uged when pou start the computer in Directory Services Restore
Miode.

Type and confirm the pagzword wow want bo azsign bo the Administrator account uzed
when this gerver iz started in Directory Services Restore Mode.

The restare mode Administrator account iz different from the domain &dministrator
account. The passwords for the accounts might be different, 2o be sure o remember

bath.
Feztore Mode Pazswond: I-"""-
Confirm password: I-"""-

For maore information about Directon Services Restore Mode, zee Active Directory Help.

< Back I Hest » I Cancel
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Active Directory Installation Wizard x|

Summary /
Feview and confirm the options pou selected.

ou chose to:
Configure this server as the first domain controller in a new forest of domain rees. &

The new domain name iz kest.co.nz. This is alzo the name of the new forest,
The MetBI0S name of the domain iz TEST
D atabaze falder: C:AWINDOWSSHTDS

Log file folder: C:AWINDOWSYHTDS
SSWOL folder: C:NWINDOWSASYSYOL

The DMS service will be installed and configured on this computer. T his cormprker
will be configured to use this DMNS server az itz prefered DMS server.

|

To change an option, click Back. Tao begin the operation, click Mest.

¢ Back I MHest > I Cancel |

Active Directory Installation Wizard

The wizard iz configuring Active Director. This process can take several minutes or
conziderably longer, depending on the options you have selected.

Starting...
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Active Directory Installation Yizard

The wizard iz configuning Active Directory. Thiz process can take several minutes or
cohziderably langer. depending on the optiohz you have zelected.

Caonfiguring the DS zemvice on this camputer...

Skip DMS Installation

Active Directory Installation Vizard i El

Completing the Active Directory
Installation Wizard

Aetive Directany iz naw installed on this computer for the ﬂ
domain test.co.nz.

Thiz domain contraller iz agzigned to the site
Default-First-Site-M ame. Sites are managed with the
Betive Directony Sites and Services administrative tool,

To cloze this wizard, click Finizh.

< Back I Finizh I Cancel

Active Directory Installation ‘H'izarci: x|

windows must be restarted before the changes made by the Active
Directory Installation wizard take effect,

Don't Restart Mow
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P Configure interfaces

% Network Connections i [=] B3
Fie Edt Yew Favortos Tooks Advanced  Help ‘ T*
Qback -~ &) - (F | S Search [ Folders | [ (3 X ) | =
Address [ Network Comnections BN

LAN or High-Speed Internet
- physical 2 - private
5 Enabled 5 Enabled
T3, Inbei(R) FROFI000 MT Dusl Po... T3 Tnteli) PROJI004+ PCT Adapter
Wizard
m T MNew Connection Wizard
P

‘Inte\(R) PRO/1000 MT Dual Part Server Adapter

i physical 1 Properties ed |

Gieneral I Authentication I Advanced

Connect using:

I B IntelR] PROAOIDMT Dual Port Server Adapter

Thiz connection uzes the following items:

% Clierit for Microzoft Metworks
.@ Metwark Load Balancing
Il .@ File and Printer Sharing for Microsoft Webworks

= | nternet Protocol [TCRAR]
[nstall... | Wrirztall Fropertiez
— Description

Tranzmizzion Control Protocal/Intemet Protocal. The default
wide area network, protocol that provides communication
acrogs diverse interconnected netwarks.

[~ Show icon in notification area when connected

Cloze Canzel

Note: In the picture above the Network Load Balancing protocol appears in the list. Do
not configure this here but make sure it is present and checked.
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Internet Protocol {TCP/IP) Properties

General

Yau can gek IP settings assigned automatically iF wour netbwork supparts
this capability, Otherwise, wou need ko ask your nebwork administrator

For the appropriate IP setkings.

™ Obtain an IP address automatically

—{%" Use the Following IP address:

2l xi

IF address: 17216 . 0 . 4
Subret mask: | 255 . 255 .255 . 0
Default gateway: |17z . 16 . 0 . 254
£ obbain DNS server address automatically
—{%" Use the Following DMS server addresses:
Preferred DRS server: I 172 .16 .0 .41
alkernate DM server; I 172,16 . 0 , 42

Advanced.

CIE

Cancel

ctive Directory Users and Computers I |m] 4
@ File Action ‘Wiew ‘window  Help |;|i|5|
e B e FRE 2 LTS
@ Active Directory Users and Computers | Users 17 objects
- Saved Quetiss e s | Descriptian

E@ tesk.co.nz
(-2 Builtin
D Computers
&3] Domain Controllers
[:I ForeignZecurityPrincipals

ﬁ iadministrator

Liser

Built-in account For admini,..

ﬁ} Cert Publishers

ﬁ Dnsadmins

!ﬁ DnsUpdateProxy

!ﬁ Darnain Admins

ﬁ Dornain Comnmputers
ﬁ} Darnain Controllers
!ﬁ Domain Guests

!ﬁ Domain Users

!ﬁ Enterprise &dmins
ﬁEGroup Palicy Creator Owners
% Guest

!ﬁ HelpServicesiaroup
!ﬁ RAS and 145 Servers
ﬁ Scherna Admins

ﬁ SUPPORT_385945a0
!ﬁ TelnetClients

Security Group - Domain Local
Security Group - Domain Local
Security Group - Global
Security Group - Glabal
Security Group - Glabal
Security Group - Global
Security Group - Global
Security Group - Global
Security Group - Glabal
Security Group - Glabal

User

Security Group - Domain Local
Security Group - Domain Local
Security Group - Glabal

User

Security Group - Domain Local

Mermbers of this group are...
DMS Administrators Group
DMS dlients who are permi. ..
Designated administrators. ..
&l workstations and serve..,
&l domain controllers in th.,,
Al domain guests

&l domain users

Designated administrators. ..
Mermbers in this group can...
Built-in account For guest ...
Group For the Help and Su...
Servers in khis group can ...
Designated administratars. ..
This is a vendor's account L.,
fembers of this group ha...
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Mew Object - User x|

g Create in:  testconzdUzers

FEirst name: Imanager |ritialz: I

Lazt name: I

Full name: Imanager

Uzer logon name:

Imanager I (Ftest conz j

Uzer logon name [pre-windows 2000];
ITEST"'. Imanager

¢ Back I Mext > I Cancel

New Object - User : x|
g Create in:  testconzdUzers
Paszwiord: Iunu
LConfirm password: I-un .

[T Uszer must change password at next logaon

[T User cannot change pazsword

¥ Paszword never expires

[T Account is dizabled

< Back I Mext > I Cancel
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Mew Object - User

g Create in:  testconzdUzers

W'hen you click Finigh, the following object will be created:

Full name: manager

|1zer logon name: manager@test, co.nz

The pazzword never expires.

[

< Back

Cancel |

ctive Directory Users and Computers

< Eile

Ackion  Wiew  Window

Help

=10f x|

JRETE

= B@meFRnE 2

e va o

@ Active Direckory Users and Computers
v Saved Queties
=2 test.conz
[ Builtin
H-[C7] Computers
-{&8] Domain Controllers
[:I Fareign3ecurityPrincipals

Users 15 objects
Marne | Twpe I Description
€ Administrator Lser Built-in account For admini. ..

!ﬁ Cert Publishers
ﬁ Cns&dmins
ﬁ} DnsUpdateProxy
!ﬁ Darmain Admins
!ﬁ Domain Computers
!ﬁ Daornain Controllers
ﬁ} Domain Guests
ﬁ Domain Users
!ﬁ Enterprise Admins
!ﬁGroup Policy Creator Owners
Guest

Security Group - Domain Local
Security Group - Domain Local
Security Group - Global
Security Group - Global
Security Group - Global
Security Group - Glabal
Security Group - Glabal
Security Group - Global
Security Group - Global
Security Group - Global

User

Members of this group are...
DMS Adrministrakors Group
DMS clients who are permi...
Designated administrators. ..
Al workstations and serve...
&l domain controllers in th..,
Al dornain guests

all domain users

Designated administrators. ..
fembers in this group can. ..
Built-in accounk For quest ...

ﬁEHeIpServicesGroup Security Group - Domain Local Group for the Help and Su...
€ imanager User

!ﬁRAS and 143 Servers Security Group - Domain Local Servers in this group can ...
!ﬁSchema Admins Security Group - Glabal Designated administrators. ..

% SUPPORT_3558945a0
ﬁ} TelnetClients

Liser
Security Group - Domnain Local

This is a vendor's account ..,
Mernbers of this group ha...
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P Create extra entries for the Cluster in DNS

_i._ dnsmgmt - [DNS, CLUMPY 1% Forward Lookup Zones'test.co.nz] - |EI|5|
,_8“ File Action V¥iew ‘indow Help | - |E|5|
«= BHEEFHE 28 E@
,_3' DS test.co.nz 12 record(s)
B B CLUMPY1 [Mame Tvpe I Data
@ Event Vigwer @ msdrs
=- Forward Lookup Zones o _sites
[-{z] _msdes.test.co.ne =
-z test.co.nz =% o
E-jzd _msdes dp
__ sites [:l DomainbnsZones
--CI _tcp (JForestonszanes
£ udp {same as parent folder) Start of Authority (SO&) [39], clumpy1.test.ca.nz., h...
D DomainbnsTones (same as parent Folder) Mame Server (N3} clumpy1.test.co.nz,
- ForestDnsZones (same as parent folder) Haost (8) 169,254,102, 204
{1 Reverse Lookup Zones {same as parent folder) Host {8) 192.165.0.41
({same as parent folder) Host () 172.16.0.41
[Z] chumpy1 Host [4) 172.16.0.41

Right click in the right hand window and select “New Host (A)”. Clumpy1 is already there
because that is the server we are using now. We need to add clumpy2, the gateway and the
virtual IP entry for the cluster.

kame {uses parent domain name if blank):

I clurmpyz

Fully qualified domain name (FODR):

I clumpy2.test.co.nz.

I address:
|1?2 168 .0 42

W Create associated pointer (PTR) recard

v Allow any authenticated user to update DNS records with the
Salne Muner. Danmnes

| Add Hosk I Cancel
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You get the following warning if the 172.16.0.0/24 (reverse) zone hasn't been created yet. You
can ignore this and manually add an entry later to the reverse zone. It is probably better to
create the reverse lookup zone before adding PTR records. This example will cover the
creation of a reverse zone next

ons x|

‘Warning; The associated pointer (PTR) record cannot be created, probably because the referenced reverse lookup
) zone cannot be found.

kame {uses parent domain name if blank):

I clusker

Fully qualified domain name (FODM):

I clusker.kest.co.nz.

IF address:
|1?2 16 0 127

¥ Create associated pointer (FTR) recard

v Allowe any authenticated user to update DS records with the §
Zame Nt NAMEe

| Add Host I Cancel

ons x|

‘Warning; The associated pointer (PTR) record cannot be created, probably because the referenced reverse lookup
) zone cannot be found.
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P Create a reverse zone for the test.co.nz domain

New Zone Wizard

Zone Type
The DMNS server supports warious types of zones and storage,

Select the tvpe of zone wou want ko create:

Creates a copy of a zone that can be updated directly on this server.

" Secondary zone
Creates a copy of a zane that exists an anather server, This option helps balance
the processing load of primary servers and provides Faulk tolerance,

" Stub zone

Creates a copy of a zone conkaining only Mame Server (MS), Stark of Authority
(508, and possibly glue Hosk (&) recards, & server conkaining a skub zone is nok
authoritative for that zone,

¥ store the zone in Active Direckory (available only if DNS server is a domain contraller)

< Back. I Mexk = I Cance| Help

New Zone Wizard x|

Welcome to the New Zone
Wizard

This wizard helps wou create a new zane For wour DNS
SErvEr,

& zone translates DMS names to related data, such as IP
addresses or network, services,

To continue, click Mext.

< Back

Zancel Help
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New Zone Wizard x|

Reverse Lookup Zone Name Q
A reverse lookup zone translates IP addresses inko DNS names. .

Tao identify the reverse lookup zone, bype the network ID or the name of the zane.
%' Mebwark ID:
172 16 .

The netwark ID is the partion of the IP addresses that belongs to this zone. Enter the
network, ID in its normal {nok reversed) order,

If wou use a zero in the netwark ID, it will appear in the zone name, For example,
network, ID 10 would create zone 10.in-addr.arpa, and network I00 10,0 would create
zone 0,10.in-addr . arpa.

" Reverse lookup zone name:
0.16,172.in-addr. arpa

For more information on creating a reverse lookup zone, click Help,

< Back I Mexk = I Zancel Help

New Zone Wizard : x|

Active Directory Zone Replication Scope Q
You can select how vou want DNS data replicated throughout wour nebwork, .

Select how wou want zone data replicated:

" To all DMS servers in the Active Directory forest best,co.nz

" To all DMS servers in the Active Directory domain kest.co.nz

= To all domain controllers in the Active Direckory domain test.co.nz

Choose this option if the zone should be loaded by Windows 2000 DS servers
running on the domain controllers in the same domain,

) Tio all domain conkrollers specified in the scope of the following application directary

parkition:
-

< Back. I Mexk = I Zancel | Help |
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New Zone Wizard x|
Dynamic Update Q
You can specify thak this DMS zone accepts secure, nonsecure, or no dynamic .
updates,

Crymarnic updates enable DMS client computers ko regisker and dynamically update their
resource records with a DNS server whenewver changes oocur,

Select the type of dynamic updates wou wank to allow:

% iillaw only secure dynamic updates (recommended For Ackive Directory)i
This option is available only For Active Direckory-integrated zones.

i~ allow both nonsecure and secure dynamic updates
Crynamic updates af resource records are accepked from any client,

& This option is a significant security vulnerability because updates can be
accepted From untrusted sources.

" Do naot allow dynamic updates
Crymamic updates of resource records are nok accepted by this zone, You musk update
these records manually,

< Back I Mexk = I Zancel Help

New Zone Wizard x|

Completing the New Zone Wizard

¥ou have successfully completed the Mew Zone \Wizard, Yoo
specified the following settings;

Mame; 0.16,172 in-addr.arpa
Tvpe: Active Directory-Integrated Primary
Lookup bype: Reverse

Maote: You should now add records ko the zone or ensure
that records are updated dynamically, ¥ou can then verify
name resolution using nslookup,

To close this wizard and create the new zone, click Finish,

Cancel Help
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. dnsmgmt - [DNS'CLUMPY1'Reverse Lookup Zones',172.16.0.x Subnet] 1Ol x|
,_8“ File Action V¥iew ‘indow Help | - |E|5|
«= BHEEFHE 28 E@
ERT 172,16.0.% Subriet 2 record(s)
E‘B CLUMPY L ) Marne | Tvpe I Data |
@ 'Event VCIFCMBLJ . ({same as parent folder) Start of Authority (SOA) [1], clumpyl.test.co.nz., ho...
__ rw_:sdcz.otesi.czl.j:: {same as parent folder) Mame Server (NS clumpy 1 .test.co.nz.
-z test.co.nz
-] _msdcs
-- _sites
CI _tep
{:I _udp
D DomainDnsZones
- ForestDnsZones

EI--D Reverse Lookup Zones

----- {3 172.16.0. Subnet

» Manually add the reverse entry for each name (clumpy1, clumpy?2, cluster and
gateway)

Right click in the right hand pane of the windows above and select “New Pointer (PTR)”.
Here is the example for the name “cluster” (for the cluster IP 172.16.0.127):

Mew Resource Record 7] x|

Pointer (PTR)

Host IF number:
|1?2 A6 0 127

Fully qualified domain narme (FODM;
| 127.0.16.172.in-addr . arpa

Host name:

I Browse, .. |

[ allow any authenticated user to update all DMS records with the same
name. This setking applies only ko DRS records For a new name,

Ik I Zancel
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Click “Browse” in the window above and find the name that you want the reverse entry

to relate to.
ed b

Lookin: [ cLumevi =
Records:

Mame | Type | Data I

L Forward Lookup ...
Selection: I
Record types: IHnsts (A Records) j

Ik I Cancel |

2l x|

Look in: ||:| Forward Lookup Zones j
Recards:

Marne | Tvpe I [aka |

@ _msdcs.kest.co.nz Active Director...  Running

@ kest.co.nz Active Director,..  Running
Selection: I _msdcs, kest,co.nz
Fecord bvpes: IH::usts A Records) j

(]34 | Cancel |
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2l x

Look in: I@ kest.co.nz j
Records:

Mame | Type | pata =

_msdcs

7] _sites

@ _tcp

] _udp o

|:| Domainbnsones

D FarestDnsZones

{same as parent ... Host (4) 169.254.10z.204

S R —— [ R LR T B R B T R | j
Selection: I

Record types: IHu:usI:s (A Records)

(0] 4 | Cancel |
2lx
Look in: I@ test.co.nz j
Records:
me | Twpe | Data | il
2| {same as parent Host {43 169,254,102, 204
(same as parent Host {43 192.1658.0.41
2] {same as parent Host {43 172.16.0.41
2] clumpy1 Host (&) 172.16.0,41
2] clumpyz Hosk (4] 172.165.0.42
=| gateway Hosk (4] 172.16,0.25¢
clusker Hosk (4] 172.16,0.127
Selection: I clusker test.co.nz
Record types: IHnsts (A Records) j
ik | Cancel |
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Mew Resource Record : ed |

Pointer (PTR)

Host IP number:
|1?2 A6 0 127

Eully qualified damain narme (FODM):
| 127.0.16.172 in-addr.arpa

Hosk name:

I clusker . test,co.nz

[T Allow any authenticated user ko update all DS records with the same
name. This setting applies only ko DNS records for a new name.

Ik Cancel

Do the same for the gateway address (have you added this to the forward zone yet?):

Mame (uses parent domain name if blank):

I gakeway

Fully qualified domain name (FODM;

I gateway.test.co.nz.

IF address:
|1?2 6 0 254

¥ Create associated pointer (PTR) record

[ allow any authenticated user ko update DS records with the
SaMeE OWner Name

Add Host I Done
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_i._ dnsmgmt - [DNSYCLUMPY 14 Forward Lookup Zones' test.co.nz] i Im]
'Eq File Action Wiew Window Help |;|i|i|
e |[BEEFRAER (@8 E6
g,‘ DhS test.co.nz 16 recordis)
=3 clumeyy Mame | Tvpe Data |
ElD Forward Lockup Zones @ madcs
; -- _msdis.best,co.nz D_sites
. @z test.co.nz D_
EI{:I Reverse Lookup Zones D tep
30 172.18.0.% Subnet ek
@ Event Yiewer (A Domasinbnszones
[(Foresthnszanes
(same as parent folder) Start of Autharity (S0 [45], clumpyl.test.co.nz., h...
(same as parent folder) Mame Server (NS clumpyl.test.co.nz.
{same as parent Folder) Host (&) 169.254.102.204
(same as parent Falder) Host (&) 192,1658.0.41
(zame as parent Folder) Host (A3 172.16.0.41
clumpyl Host {4} 192.1658.0.41

[E] chumpyt Host (4) 172.16.0.41

clurmpy2 Host (&) 172.16.0.42
clusker Hosk (A 172.16.0.127
gateway Host (A3 172.16.0.254

_|o] ]
'Jg_‘ File Action Wiew ‘Window Help | -|E|ﬂ
¢4 | EEFRB 288

EAS 172.16.0.% Subnet 6 record(s)

E‘E CLUMPY1 Iarme I Type | Data I

EID Forward Lookup Zones ({same as parent folder) Start of Autharity (SCA) [15], clumpyl.test.co.nz., h...
-- _msdes, test,co.nz

ol test oz 2] fsame as parent Folder) ame Server (NS) clumpyl.test.co.nz.
- conz =

D Reverse Lookup Zones =] 172.16.0.127 Painter (PTR) cluster test.co.nz.

(3] 172.16.0.x Subnet 172.16.0.254 Painter (PTR) gateway.test.co.nz,
Evertt Viewer 172.16.0.41 Pointer {PTR) clumpy1.kest.co.nz,
]| 172.16.0.42 Fointer (FTR) clumpyz.test.co.nz.
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» Set up the NLB Cluster

Start the NLB Manager from:
Start > Administrative Tools > Network Load Balancing Manager
Start the wizard to create a new cluster:

Cluster > New

Cluster Parameters e |

r— Cluster IP configuration

|P address: I vz .16 . 0 127
Subnet mazk: I 285, 255286, 0
Full Internet name: |clu$ter.test.cn.n2
Metwork, address: IDS-bf-ac-1 0-00-7f

— Chuzgter operation mode

" Unicast = [T IGMP multicast

1 Allow remate cantral

Ixxxxxxxxxxxx

Remaote pazsward:

Ixxxxxxxxxxxx

LConfirm password:

< Back I Mest » I Cancel | Help |

Cluster IP Addresses e |

r— Primary cluster IP address

|IP address: I 172 16 . 0 127

Subnet mask: I 200265 0 265, 0

—Additional cluster [P addreszes

IP address | Subnet magk |

add.. | Edi. | | Bemowe |

< Back I Mest > I Cancel | Help |
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Port Rules

2%

Defined port rules:

Cluster IP addressl Start | End | Prat... | tode | F'rinrit_l.Jl Load | A ffirity |
L ERAZ5 lath | -

Add... Edit... Remove

Fort rule description

TCP and UDP traffic directed to any cluster IP addresz that arives on portz 0 through
E5535 iz balanced acrozs multiple members of the cluster according to the load weight

of each member. Client IP addreszes are used to aszign client connections ta a
zpecific cluzter hogt,

< Back I Hest > I Cancel Help

Change the filtering mode to affinity “None”.

2|

— Cluzster IF address

= @
— Paort range

From: |0 = To IEEEEE 3:
— Protocols

" ICP " UDP & Bath

— Filtering mode

' Multiple host Affinity: €% Mome  Single © ClassC

" Single host

™ Dizable thiz part range

k. I Cancel
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2 x|

Connect to the host that iz to be added to the existing cluster

Huost: 192.168.0.42 Contect |

— Connection status

Connected

Interfaces available for configuning the cluster

|nterface name | |nterface IF | Cluzter [P |

physical 2 163.254.161.254
hysical 1 172 16.0.42 [0.0.0.0

private 192.168.0.42

< Back I Mest > I Cancel Help

Enter the local IP in the “Host” box and click on the “Connect” button. Wait for as long
as it takes and then select the cluster side IP and click on Next. The box above illustrates
adding the second node, which you should do after you have added the first node. For the
second node you enter the second NIC's private network IP address in the “Host” box.
For the second node it may take some time after pressing the “Connect” button for the
interfaces to appear in the available interfaces box. Be patient.

Notice that there are already IP addresses assigned to the other interfaces of clumpy2. If
you have not configured interfaces other than the private NIC of clumpy?2 that is okay. On
unconfigured interfaces your clumpy2 will have IP addresses of the form 169.254.0.0 or
perhaps 0.0.0.0. All you need is an IP on the private NIC of clumpy2 and a physical
connection, to ensure basic IP connectivity.

The box below illustrates that for the second node you must change the priority to 2.
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2 x|

|nterface

phzical 1

Eriority [unigue host identifier]: IM vI

— Dedicated |P configuration

IP address: [172.16 . 0 . 42

Subnet mazk: I ZER2RR . ZRE . 0

— Iritial hiogt state

Diefault state; IStartEd j

[ Betain suspended state after computer restarts

< Back I Finizh I Cancel Help

E:,:Network Load Balancing Manager — |EI|5|
File Cluster Host Options Help
E‘QE etwork Load Balancing Clusters Hest configuration information for hosts in cluster cluster test.conz (172.16.0.127)
F ozt [Interface tatug edicate address edicate zubnet me
=B ) Host (Interf |5 |_Dedicated IP add |_Dedicated IF sub
) CLUMPY [physical 1] Converged 17216041 255.255.255.0
q CLUMPY2{ph: I1
' {physizal 1} E cLUMPY 2physical 1) Stopped 0,000 0,000
4| | ]
Log Enkr: | Date | Time: | Clusker | Haosk | Description
o001 12/05/2005 1003829 ... MNLE Manager session skarted
ooz 12/05/2005  10:38:51 ... Loading configuration information From host "clumpy 1.test.co.nz"
0003 12/05/2005 10:41:47 ... 172,16.0.127 CLUMPYZ Begin configur akion change
| | i
4

It takes quite a long time sometimes for the nodes to converge. Be patient.
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MNetwork Load Balancing Manager - 1ol =l
File Cluster Host Options Help
E‘"‘BE Metwork Load Balancing Clusters

= o -

E--* cl 1,1
LUMPY L {phewsical 1)
A CLUMPYZ2(physical 1)

Host configuration information for hostz in cluster cluster test co.nz (17216.0.127)

Host [Interface] | Status | Dedicate. . | Dedicated IP subnet mask | H.I Initia... |
CLUMPY1[physical 1] Converged 17216.0.41 2552552550 1 started
2 CLUMPY2[physical 1) Conwerged  17216.0.42  255.255.255.0 2 started

Lag Entr | Drake | Tirne | Cluster Hosk | Drescription
oot 12/05/2005  10:35:29 ... MLE Manager session started
ooz 12/05/2005 10:3%:51 ... Loading configuration information from host "clumpy1.test.co.nz"
0003 12/05/2005  10:41:47 ... 172.16.0.127 CLUMPYZ Beqgin configuration change
0004 12/05/2005 10:42:04 ... 172.16.0.127 CLUMPYZ ‘Waiting For pending operation 2
oans 12/05/2005 104303 ... 172160127  CLUMPYZ Update 2 succeeded [double click For details... ]
o0& 12/05/2005  10:43:03 ... 172.16.0.127 CLUMPYZ End configuration change

» Add IIS to enable node as a Web server

From the Control Panel select “Add or Remove Programmes” and then “Add/Remove
Windows Components”.

Windows Components Wizard

Windows Components
You can add or remove components of Windows,

To add or remove a component, click the checkbox. A shaded box means that anly
part af the companent will be installed. To zee what's included in a component, click

Details.

Compaohents:

ﬁ.u:u:essu:uries and Utilities 45 MB ﬂ
ﬁ.ﬂ.pplicatiun Server 24EMB

[ [BA Certificate Services 1.4 ME
E-mail Services 1.1HME

[ ¢4 Fax Servines Z2 N MR ;I

Dezcription:  Configures this computer to allow multiple users to riun one or mone
applications remately.

Total disk. space reguired: 44.3 MB Details |
Space avallable on digk: E993.3 MB —

< Back I Mest = I Cancel | Help |
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Windows Components Wizard

Terminal Server setup
Y'ou chose ta inztall Teminal Server on this compuker

Thiz aption inztallz Terminal Server, which configures the computer o rin -
&, programs for multiple simultaneous users. Mate: By default only members of |

the local Adminiztrators group will be able to connect ko thiz T erminal

Server. Vou will need to add user accounts to the local Bemote Deskiop

|Jzers group to allow users to connect to thiz Terminal Server. Do not

inztall Terminal Server if you only need Remote Desktop for administration,

which iz installed by default, and may be enabled by opening the Remote

tab of the Syztem control panel applet and enabling remote connections.

Program Installation: If you continue with thiz installation, programs that are
already inztalled on vour zerver will no longer work. and will have o be
reiniztalled. You must uze Add or Bemove Programs in Control Panel
whenever vau install programs to use on a Terminal Server.

Lizenzing To continue uzing Teminal Server after an initial arace perod _I
-

< Back Cancel | Help |

Windows Components Yizard

Terminal Server Setup
Select default permiszions for application cormpatibility.

Some applications reguire special access ho system rezources, such az the registy and
zpztem directones, in order to work, comectly.

the most zecure environment for paur Terminal Server. Howeser, zome
applications that were designed to run on earlier platforms might not run properly.
Y'ou can uze the Terminal Services Configuration toal ta relax security at any time
if thiz option proves to be oo restrictive.

i~ Felaked 5ecurity

‘-'i\, Thiz option lezzens many of the security enhancementz in Windows Server
2003. Under thiz configuration, wzers have access to crtical regiztry and sustem
file lozationz. This may be neceszan in order to run some applications that were
dezigned for earlier platfarms.

< Back I Mest > I Cancel Help
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Windows Components Wizard

Configuring Components
Setup iz making the configuration changes wou requested.

i Pleaze wait while Setup configures the componentz. This may take
] zeveral minutes, depending on the components selected.

0

Statuz:  Building file fist...

< Back | et = |

Help |

Installation of second NLB server - clumpy 2

» Convert your file system to NTFS if it is not already

11 take @placa

A Tattings Admindzstrator?
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» Install the Domain Controller on clumpy2

Don't set the second server as a backup DNS server—that's too much extra bother at this
stage. Use the private network for DNS in the adapter settings.

Active Directory Installation Wizard x|

Welcome to the Active Directory
Installation Wizard

Thiz wizard helps vou ingtall Active Directony zervices an thiz
zerver, making the server a domain controller.

[f thiz iz the first time vou have installed Active Directory, it iz
recommended that you first read the overview in Active

Directorny Help.

To continue, click Mext.

< Back

Active Directory Installation Wizard x|
Operating Spstem Compatibility /
[mproved securnity settings in Windows Server 2003 affect older versions of
Windows.,

Damain controllers running Windows Server 2003 implement zecurnity zettings that
require clientz and other zervers to communicate with those domain controllers in a mare
SECLINE WaY.

The following older versions of Windows cannot meet the new requirements:
& ‘Windows 35
®  Windows NT 4.05P3 or earlier

By default, computers running thoze verzsions of YWindows will not be able to log an with
a domain contraller running Windows Server 2003 or access domain resources.

For mare information, zee Cormpatibility Help,

< Back

Cancel |
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Active Directory Installation Wizard x|
Domain Controller Type /
Specify the role you want this zerver to have.

Do you want thiz server bo become a domain contraller for a new domain or an
additional domain contraller for an exigting domain’?

" Diomain controller for a new domain

Select thiz option to create a new child domain, new domain tree, ar new fonestk,
Thiz zerver will become the first domain contraller in the new damain.

i« idditional domain controller for an existing domaire

& Proceeding with thiz option will delete all local accounts on this zerer.

All cryptagraphic keys will be deleted and should be exported befare
cohtinuing.

All encrypted data, zuch as EFS-encypted files or e-mail, should be decrypted
before continuing aor it will be permanently inaccessible.

< Back I Hest > I Cancel

Active Directory Installation Wizard x|
Configure Domain Maming Service Client /
'ou muzt configure the DMS client.

T hiz computer iz not configured with the addresz of a DNS zerver for name rezolution.

Please comrect thiz computer's DMS zerver address by uzing Metwark, Connections in
Contral Panel, then chick Mest.

e helo For confiqunng the DMS server address

< Back I Hext » I Cancel

If you get the message above, go back and set up a DNS server through the Network
Connections settings in the Control Panel
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L physical 1 Properties d A

General | Athentication I Advanced

Connect using:

I B IntelR]PROMO00 MT Dual Part Server Adapter

Configure. ..

This connection wses the following items:

% Client for Microsoft Nebworks
.@. Metwork Load Balancing
U .@ File and Printer Sharing for Microsoft Networks

= | nternet Protocal [TCPAAR)
Inztall... | Urirztall Properties
Dezcription

Transmizzion Control Protocollntemet Protocol. The default
wide area netwaork protocol that provides communication
acrozs diverse interconnected nebwarks.

™ Show icon in notification area when connected

] | Cancel

Internet Protocol {TCP/IP) Properties e |

General

You can get IP settings assigned automatically if your network supports
this capability, Otherwise, vou need to ask your network, administrator
for the appropriate IP settings.

" Ohbtain an IF address aukomatically

—{% 1lse the Following IF address:

IP address: 172 .16 . 0 . 42
Subret mask: | 255 .255 . 255 . 0
Defaul: gatewary: [172 .16 . 0 . 254

£ Obtain DNS server address autamatically

—{% Lse the Following DMS server addresses:

Preferred DNS server: I 192 163 . 0 . 41

alternake DM server: I

Advanced. .. |
(0] 4 I Cancel |
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Use the Administrator account, in this example, you can see that manager was used and then
subsequently rejected a few steps down the line.

Active Directory Installation Wizard x|
Metwork Credentials /
Provide a network, uger name and pazsword.

Type the user name, password, and user domain of an account with sufficient privileges
ta inztall Active Directary ok thiz campter.

User name: I L 5flmanager j

Pazswaord: I- I

Diamair; Itest.u:u:u_nz

¢ Back I Hest > I Cancel

Active Directory Installation Wizard x|

Additional Domain Controller /
Specify the name of the domain for which this server will become an additional

domain contraller.

Enter the full DS name of the existing domain for which thiz zerver will become an
additional domain contraller [for example: headquarters. example. microzoft. com).

To view a lizt of existing damainz, click Browse,

Diamain hame:

Itest.u:u:u.nzl Browse. .. |

¢ Back I Hest > I Cancel
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Active Directory Installation Wizard x|

D atabaze and Log Folders /
Specify the folders to contain the Active Directory databaze and log files.

For best performance and recoverability, store the databaze and the log on separate
hard disks.

YWhere do pou want to store the Active Directory databaze?

Databaze folder:
IE:RWINDDWS'\NTDS Browse. ..

Log folder:
IE:HWINDDWS"-.NTDS Browse. ..

YW here do pou want to stare the Active Directon log?

< Back I Hest > I Cancel

Active Directory Installation Wizard x|

Shared System ¥Yolume /
Specify the folder to be shared as the spstem wolume.

The S%"S%OL folder stares the server's copy of the domain's public fileg. The contents
aof the SY'SYOL folder are replicated to all domain controllers in the domain.

The S%"S%OL folder must be located on an HTFS vaolumme.
Enter a lozation for the SY'5SWOL folder.

Ealder lacation:

Browse. .. |

< Back I Hext » I Cancel
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Active Directory Installation Wizard x|
Directory Services Restore Mode Administrator Password /
Thiz pazsword iz used when pou start the computer in Directon Services Restare
Mode.

Twpe and confirm the password wow want bo azsign bo the Administrator account uzed
when thiz server iz started in Directory Services Restore Mode.

The restore mode Administrator account iz different from the domain Administrator
account. The paszwords for the accountz might be different, 2o be sure to remember

biath.
Festore Mode Pazsword; I-"""-
LConfirm pazswaord: I""" o

For more information about Directory Services Restore Mode, zee Active Directory Help.

< Back I Hest > I Cancel

Active Directory Installation Wizard x|
Summary /
Review and confirm the options you selected.
You chose to;

Configure this zerver az an additional domain contraller far the domain tkest.co.nz. :l

D atabaze falder: C:AWINDOWSSHTDS
Log file folder: C:YwINDOWSSHTDS
SYSVOL falder: C:WWwINDOWSASYSYWOL

[]

To change an option, click Back. To begin the operation, click Mest.

< Back I Hext » I Cancel |
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MNew Credentials x|

The operation failled because: The attempt to join thiz computer to the ;I
best. co.nz domain falled. “Access iz denied.”

[]

Type the uzer name and pazsword of an account with sufficient privileges
to create an additional domain cantraller far the test. co.nz damain.

User name: I € Administrator j
Pazsword; ||
Domair: Itest.cn.nz

| Betry I Cancel

Active Directory Installation Wizard

The wizard iz configuning Active Directomn. This process can take several minutes or
considerably longer, depending on the options you have selected.

Changing domain memberzhip of thiz computer...

Cancel |
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Active Directory Installation YWizard x|

Completing the Active Directory
Installation Wizard

Aotive Directony iz now installed on this computer for the ;l
domain test.co.nz.

Thiz domain contraller iz azzigned to the site
D efault-First-Site-Mame. Sites are managed with the
Aetive Directany Sites and Services administrative tool,

To cloge thiz wizard, click Finizh.

¢ Back I Finizh I Catizel

Active Directory Installation Wizartﬁé El

“Windows must be restarted before the changes made by the Active
Directary Inztallation wizard take effect.

Bestart Mo Don't Restart Mow

Install Windows IIS if you haven't already (refer to the clumpy1 setup).

You do not need to do anything to clumpy?2 for it to join the NLB cluster. The earlier use of
the NLB Manager on clumpy1 should have configured clumpy2 accurately.

You will need to make many tweaks to the NLB policy to suit your environment. Use the
NLB Manager to do that. Also, you may need to spend time convincing Windows 2003 to use

the private NIC for cluster heartbeat messages.

This document should at least leave you with a basic, but working cluster.
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Appendix 2: IGMP snooping port membership
information in switch memory tables

The simplest way to find out which ports belong to a group is to use the command show
igmpsnooping, as described in "Multicast mode with the IGMP option selected" on page 5.

Additionally, you can find specific information about which ports belong to a group in the
layer 2 multicast tables. This section describes how to interpret the table output.

SwitchBlade On a Switchblade or AT-9800 series switch, use the following command to match ports to
and AT-9800 multicast groups (represented by the multicast MAC address):

show switch memory=12broadcast

This produces two tables, as the following example shows for a 12-port AT-9800 switch.
Instructions on how to interpret the output is after this example.

Manager > sh swi tab=12broadcast
CXE L2 multicast and VLAN broadcast table:

Index MAC VID L2MC-Group MC Hits PV Prio Perm DIS DM Expire
0 55-55-55-55-55-55 1 4096 1 0 0 O 1 0 0 0
1 01-00-5e-7£-00-7£f 1 5 1 5 0 0 1 0 0 0
2 01-00-5e-00-01-18 1 6 1 6 0 O 1 0 0 0
3 01-00-5e-7f-ff-fe 1 7 1 7 0 O 1 0 0 0
4 01-00-5e-00-01-16 1 9 1 9 0 O 1 0 0 0
5 01-00-5e-00-00-00 1 4097 1 1 0 O 1 0 0 0
6 01-00-5e-00-00-00 2 4098 1 2 0 O 1 0 0 0
7 01-00-5e-00-00-00 28 4124 1 26 0 O 1 0 0 0
8 01-00-5e-00-00-00 1 1 1 1 0 O 1 0 0 0
9 01-00-5e-00-00-00 2 1 1 1 0 O 1 0 0 0
10 01-00-5e-00-00-00 28 1 1 1 0 O 1 0 0 0
11 33-33-00-00-00-00 1 2 1 2 0 O 1 0 0 0
12 33-33-00-00-00-00 2 3 1 3 0 O 1 0 0 0
13 33-33-00-00-00-00 28 4 1 4 0 O 1 0 0 0
14 01-00-00-00-00-00 1 4097 1 1 0 O 1 0 0 0
15 01-00-00-00-00-00 2 4098 1 2 0 O 1 0 0 0
16 01-00-00-00-00-00 28 4124 1 26 0 O 1 0 0 0

Index Segment L2MC-Group TagMask OutportMask Hits BCSC-Id BCSC-Enable Perm

0 77 0 00000000 00000000 0 0 0 1
1 77 5 00000000 00000021 5 0 0 1
2 77 6 00000000 00000021 6 0 0 1
3 77 7 00000000 00000021 7 0 0 1
4 77 9 00000000 00000008 9 0 0 1
5 83 1 80000000 80000000 1 0 0 1
6 85 2 80000000 8000003b 2 0 0 1
7 85 3 80000000 80000000 3 0 0 1
8 85 4 80000000 80000800 4 0 0 1
9 87 8190 00000000 00000000 0 0 0 1
10 87 8189 00000000 00000000 0 0 0 1
11 87 4097 00000000 0000003b 0 0 0 1
12 87 4098 00000000 00000000 0 0 0 1
13 87 4124 00000000 00000800 0 0 0 1
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To work out which ports are members of a group:

In the first table, select the row that has the MAC address of the L2 multicast group that
you are interested in. Note the number in its “L2MC Group” field and the VID. In the
example in bold above, the LZMC Group field value is 5 and the VID is 1, so this is VLAN1.

Find the row in the second table that has the same value in its LZMC Group field.

In that row, note the OutportMask field. This is a series of hexadecimal digits (0x21 in the
example). The right-hand most digits each represent 4 concurrent ports (in the range 1-4
and 5-8 in the example, because they are the two right-most digits).

Convert each hexadecimal digit to a 4-digit binary number (0010 and 0001 in the example).

Counting from the right, note the positions of the digit 1 in each binary number. Each 1
corresponds to a port that belongs to the target group. Therefore, in this example, ports
1 and 6 are members of the group 01-00-5e-7f-00-7f in VLAN1, as the following table

shows.
ports 12-9 ports 8-5 ports 4-1
0 0 2 1 hexadecimal
0000 0000 0010 0001 binary
- - 6 1 port number

Rapier, On these switches, use the following command to match ports to multicast groups

AT-8800, (represented by the multicast MAC address):
AT-8600

show switch memory=marl

This produces a single line of output per group, as the following example shows.

Manager > sh swi memory=marl

Multicast Table-0,0 3/(1-255)
1. Mac=01-00-5e-00-01-18 VLAN=1 ports=00000011 utports=03fffff7 cosDst=0
2. Mac=01-00-5e-7£-00-7f VLAN=1 ports=00000011 utports=03f£f£fff7 cosDst=0
3. Mac=01-00-5e-7f-ff-fe VLAN=1 ports=00000011 utports=03fffff7 cosDst=0

To work out which ports are members of a group:
Select the row that has the MAC address of the L2 multicast group that you are interested
in.
In that row, note the “ports=" value. This is a hexadecimal number that indicates the
member ports (0x11 in the example in bold above).

Convert that hexadecimal number to binary (10001 in the example).

Counting from the right, note the positions of the digit 1 in the binary number. Each 1
corresponds to a port that belongs to the target group. Therefore, in this example, ports
1 and 5 are members of the group 01-00-5e-7f-00-7f in VLAN1.
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x900, On these switches, use the following command to match ports to multicast groups

AT-9900, (represented by the multicast MAC address):
AT-8948

show switch memory=12multicast

This lists the ports for each group, as the following example shows. It is much easier to tell
which groups are in each multicast group than it is with the previous switch series.

Manager > sh switch table=12multicast

L2 Multicast Group and VLAN Broadcast table:
Total number of entries = 6

Index MAC VID MCGroup CPU_MEM NumPorts
PORT_LIST

0 01-00-5e-7f-ff-fa 1 4097 0 1
Ports = 4

1 01-00-5e-7f-ff-fe 1 4099 0 2
Ports = 2,6

2 01-00-5e-7f-00-7f 1 4102 0 2
Ports = 2,6

3 01-00-5e-00-01-18 1 4098 0 2
Ports = 2,6

4 01-00-5e-00-01-16 1 4096 0 1
Ports = 4

5 03-bf-ac-10-00-7f 1 1 1 1
Ports = 12
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