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Introduction

The Domain Name System allows you to access remote systems by entering human-readable device host names rather than IP addresses. DNS works by creating a mapping between a domain name, such as “www.alliedtelesis.com”, and its IP address. These mappings are held on DNS servers. DNS translates meaningful domain names into IP addresses for networking equipment to locate and address these devices. The benefits of DNS are that domain names:

- can map to a new IP address if the host’s IP address changes
- are easier to remember than an IP address
- allow organizations to use a domain name hierarchy that is independent of any IP address assignment

AlliedWare Plus™ has the ability to resolve IP addresses associated with domain names for internally generated commands (DNS Client) as well as providing the DNS information to connected hosts (via DNS Relay and DHCP Server).

The DNS Client is enabled automatically when at least one DNS server is configured on the device. This client allows you to use domain names instead of IP addresses when using commands on your device, like ping, SSH, and copy.

The DNS Relay provides the presence of a local virtual DNS server which can service DNS lookup requests sent to it from local hosts.

The DHCP Server can be configured to provide DNS information to DHCP clients during the lease process.

The Dynamic Domain Name System (DDNS) is a mechanism which allows a DDNS client to automatically update a DNS entry hosted by a DDNS Provider. When DDNS is configured on an AR-Series Firewall, DNS updates are automatically directed to the configured...
host name regardless of Dynamic IP address changes. This feature is available on all AR-Series Firewalls from release 5.4.7 onwards.

**Products and software version that apply to this guide**

This guide applies to all AlliedWare Plus™ AR-Series Firewalls. The following features are supported since the following software versions:

- DDNS Client - 5.4.7-0.1
- DNS Client and DNS Relay - 5.4.4

For details about the DNS commands, see the product’s [Command Reference](#).

For information about DNS on AlliedWare Plus switches, see [Domain Name System (DNS) for AlliedWare Plus Switches](#).
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Domain name parts

Domain names are made up of a hierarchy of two or more name segments. Each segment is separated by a period. The format of domain names is the same as the host portion of a URL (Uniform Resource Locator). The first segment from the left is unique to the host, with each following segment mapping the host in the domain name hierarchy. The segment on the far right is a top-level domain name shared by many hosts.

Server hierarchy

A network of domain name servers maintains the mappings between domain names and their IP addresses. This network operates in a hierarchy that is similar to the structure of the domain names. When a local DNS server cannot resolve your request it sends the request to a higher level DNS server.

For example, to access the site “alliedtelesis.com”, your PC sends a DNS inquiry to its local DNS server asking for the IP address matching alliedtelesis.com. If this address is already locally cached (following its recent use), the DNS server returns the IP address that matches alliedtelesis.com. If the DNS server does not have this address cached, it forwards the request upwards through the hierarchy of DNS servers until a DNS server can resolve the mapping. This means an often-used domain name is resolved quickly, while an uncommon or nonexistent domain may take longer to resolve or fail.

As well as the hierarchy of domain name servers accessible through the Internet, you can operate your own DNS server to map to private IP addresses within your network.

The DHCP server IP address can be either statically defined, or can be dynamically assigned via DHCPv4 option 6 using the `ip name-server` command and DHCP option 15 using the `ip domain-name` command if the DHCP client is configured.

Setting a preference between static or dynamic DNS servers

From release 5.4.9-0.1 onwards, it is possible to set a preference between using statically configured DNS servers or dynamically learned DNS servers.

The command `ip name-server preferred-order [dynamic|static]` can be used to choose which DNS server set to use first. Select either the dynamic or static parameter.

By default, the dynamic learned DNS servers are used first. For example, if you want to change the preference to use static servers first, use the command, `ip name-server preferred-order static`. 
**DNS client**

Your AlliedWare Plus device has a DNS Client that is enabled automatically when you configure a Name server address on to your device. This client allows you to use domain names instead of IP addresses when using commands on your device.

To add a DNS server to the list of servers that the device sends DNS queries to, use the command:

```
awplus(config)# ip name-server <ip-addr>
```

The order that you enter the servers in, is the order in which they will be used.

To check the list of servers that the device sends DNS queries to, use the command:

```
awplus# show ip name-server
```

To add a default domain name used to append to DNS requests, use the command:

```
awplus(config)# ip domain-name <domain-name>
```

For example, to use DNS to match hostnames to your internal network “example.net”, use the command:

```
awplus(config)# ip domain-name example.net
```

If you then use the command `ping host2`, your device sends a DNS request for `host2.example.net`. To check the domain name configured with this command, use the command:

```
awplus# show ip domain-name
```

Alternatively you can create a list of domain names that your device will try in turn by using the command:

```
awplus(config)# ip domain-list <domain-name>
```

For example, to use DNS to match incomplete hostnames to the top level domains “.com”, and “.net”, use the commands:

```
awplus(config)# ip domain-list .com
awplus(config)# ip domain-list .net
```

If you then use the command `ping alliedtelesis`, your device sends a DNS request for `alliedtelesis.com` and if no match was found your device would then try `alliedtelesis.net`.

To check the entries in the domain list, use the command:

```
awplus# show ip domain-list
```

To disable the DNS client on your device, use the command:

```
awplus(config)# no ip domain-lookup
```
To check the status of the DNS client on your device, and the configured servers and domain names, use the command:

```
awplus# show hosts
```

**DNS Relay**

Enabling DNS Relay on your device provides the capability for it to act as a local virtual DNS server. It can then service DNS lookup requests sent to it from local hosts. Acting as a DNS Relay, the device will usually relay the requests to an external, or upstream, DNS server. By default, DNS Relay is disabled.

Optionally, DNS name resolver caching may be enabled on the DNS Relay, which can provide some lookup speed advantage and avoid unnecessary repeated requests to external DNS servers. By default, DNS caching is disabled.

When the DNS Relay name resolver cache is enabled on your device, the device will maintain a cache of recently used mappings between domain names and IP addresses so that other identical requests can be responded to without further reference to an external, or upstream DNS server. When the device receives a DNS query from a client the device will attempt to match the request with entries in this cache. If the device does not have this address cached, it forwards the request upwards through the hierarchy of DNS servers for resolution. The DNS cache has a limited size, and times out entries after a specified period of up to 60 minutes.

The relaying of DNS queries is required for use in networks where the network administrator wishes to have the flexibility to easily change to using a different DNS server. By configuring just the gateway device with the actual DNS address(es), and configuring all other devices to send their DNS requests to the gateway device, the administrator need only update the DNS address(es) in one place (on the gateway device) when changing to a different DNS server. This is far more convenient than having to update DNS addresses in all the individual hosts in the network.

DNS Relay uses the DNS server list configured by the `ip name-server` command to forward DNS query packets. To enable DNS Relay you need to configure the list of servers that the device sends DNS queries to and then enable DNS forwarding, as shown in the following example for a DNS server with an IPv4 address:

```
awplus# configure terminal
awplus(config)# ip name-server 192.168.1.1
awplus(config)# ip name-server 192.168.1.2
awplus(config)# ip dns forwarding
```

DNS Relay requires that IP domain lookup is enabled. IP domain lookup is enabled by default, but if it has been disabled, you can re-enable it by using the command:

```
awplus(config)# ip domain-lookup
```

**Note:** both IPv4 and IPv6 support DNS record types. IPv4 and IPv6 are supported in DNS name-to-address and DNS address-to-name lookup processes. Specifying a name server and enabling DNS forwarding maps both IPv4 and IPv6 addresses.
You can configure DNS Relay to use IPv6 addresses using the same commands used to configure DNS Relay to use IPv4 addresses, as shown in the following example:

```
awplus# configure terminal
awplus(config)# ip name-server 2001:0db8:010d::1
awplus(config)# ip name-server 2001:0db8:010d::2
awplus(config)# ip dns forwarding
```

You can then configure DNS Relay behavior with the following commands:

To set the number of times a device will retry to forward DNS queries, use the command:

```
awplus(config)# ip dns forwarding retry <0-100>
```

To set the number of seconds to wait for a response, use the command:

```
awplus(config)# ip dns forwarding timeout <0-3600>
```

To set the DNS forwarding dead-time period in seconds, use the command:

```
awplus(config)# ip dns forwarding dead-time <60-43200>
```

At the dead-time period set, the device stops sending requests to an unresponsive server.

To set the interface to use for forwarding and receiving DNS queries, use the command:

```
awplus(config)# ip dns forwarding source-interface <interface-name>
```

To specify the DNS Relay name resolver cache size and lifetime, use the command:

```
awplus(config)# ip dns forwarding cache [size <0-1000>] [timeout <60-3600>]
```

To remove entries from the DNS Relay name resolver cache, use the command:

```
awplus(config)# clear ip dns forwarding cache
```

Information which may be useful for troubleshooting DNS Relay is available using the DNS Relay debugging function. To enable DNS Relay debugging, use the command:

```
awplus# debug ip dns forwarding
```

To display the status of DNS Relay, use the command:

```
awplus# show ip dns forwarding
```

To display the status of DNS Relay name servers, use the command:

```
awplus# show ip dns forwarding server
```

To display the DNS Relay name resolver cache, use the command:

```
awplus# show ip dns forwarding cache
```
DNS operation with VRF-lite

On devices that support VRF-lite, you can configure DNS Relay functionality to be VRF aware. In this mode DNS Relay messages can be forwarded within specified VRF instances. VRF aware DNS services to remotely connected DNS clients is also supported. These VRF aware services include: ping, traceroute, telnet client, SSH client, and tcpdump.

Configuring DNS operation with VRF-lite

The `ip name-server [vrf <name>] <ip-addr>` command configures a name-server for the specified VRF. This command assigns the address of one or more name servers to a VRF table to be used for name and address resolution. If no VRF-lite instance (vrf<name>) is specified, the name-server is configured for the global VRF. A name-server that is configured on the global VRF will apply to both the DNS relay and DNS client. Note that the DNS client is not VRF aware. A VRF specific name-cache is created within the DNS relay for every VRF instance that has a name-server configured.

A maximum of three name-servers may be defined for each DNS-relay instance.

The configuration command, `ip dns forwarding`, will apply to all VRF instances configured on the device and not on a per VRF basis.

The configuration commands listed below apply to all VRF instances configured on the device and not on a per VRF basis. Timeouts are in seconds as per existing commands:

- `ip dns forwarding retry`
- `ip dns forwarding timeout`
- `ip dns forwarding dead-time`
- `ip dns forwarding source-interface`
- `ip dns forwarding cache`

The following `show` commands provide output information for the VRF instance specified. If a VRF instance is not specified, output is shown for all VRF instances, including the global instance and the output will be formatted in a way that distinguishes the information for each VRF.

- `show ip dns [vrf <name>|global] forwarding server`
- `show ip dns [vrf <name>|global] forwarding cache`
- `show ip name-server [vrf <name>|global]`

The DNS cache can also be cleared on a per VRF instance basis by using the `clear ip dns [vrf <name>|global] forwarding cache` command.
The following commands show how to configure a DNS relay name-server for both the specified VRF instance VRF red, and the global VRF instance.

To configure a DNS relay name-server for the VRF-lite instance red:

```
awplus# configure terminal
awplus(config)# ip name-server vrf red 192.168.0.1
awplus(config)# ip domain-lookup
```

To configure a DNS relay name-server for the global VRF instance:

```
awplus# configure terminal
awplus(config)# ip name-server 192.168.1.1
awplus(config)# ip domain-lookup
```

**DHCP options**

When your device is using its DHCP client for an interface, it can receive the following DHCP options from the DHCP server:

- Option 6 - a list of DNS servers. This list appends to the dynamic DNS server set on your device with the `ip name-server` command. If you want to change the preference to static, use the command `ip name-server preferred-order static`.

- Option 15 - a domain name used to resolve host names. This option replaces the domain name set with the `ip domain-name` command.

**PPP options**

When your device is using a PPP interface, it can configure to learn or negotiate DNS servers using the command `ppp ipcp dns`.

**DNS domain name matching**

DNS domain name matching allows you to specify a domain name suffix to match on when a client does a DNS lookup. When a match is detected the appropriate name server is used for resolving the address. For example, you might want to do the following:

- For all general DNS lookups such as www.example.com, use name server 1.2.3.4.
- For internal domain names such as atlnz.lc, use the name server received on interface ppp1.
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**Domain matching order**

The matching procedure used for this feature is a tail-first match against the requested domain in the DNS request packet, and the longest specified domain will match first. The following examples show you how this works:

If the configuration is set up so that:

- "com" will be sent to DNS server 10.1.1.1.
- "example.com" will be sent to DNS server 20.1.1.1.
- otherwise everything else will be sent to the primary DNS server 30.1.1.1.

Then the following will occur:

1. When a DNS request for "mail.example.com" is received, the longest successful match is "example.com", so the request will be forwarded on to DNS server 20.1.1.1.
2. When a DNS request for "something.com" is received, the longest successful match is against "com", so the request will be forwarded on to DNS server 10.1.1.1.
3. When a DNS request for "something_else.org" is received, there is no match against the specified domains, so the request will be forwarded on to the primary DNS server 30.1.1.1.

**Note:** This feature will only work for DNS lookups from a down-stream host that are relayed via the device, which is enabled by using the `ip dns forwarding` command. The feature functionality does not apply to DNS lookups originating from the device itself, for example "ping hostname" executed on the device.

The following example shows you how to create a domain list that can be used as a suffix-list for DNS lookups. The domain list includes domains that are internal to the company such as "engineering.acme" or "intranet.acme".

To create a domain list called “corporatedomains”, use the command:

```
awplus(config)# ip dns forwarding domain-list corporatedomains
```

To give a description to the domain list, use the command:

```
awplus(config-domain-list)# description Our internal network domains
```

To add a domain to the list, use the command:

```
awplus(config-domain-list)# domain engineering.acme
awplus(config-domain-list)# domain intranet.acme
```
Dynamic Domain Name System (DDNS)

Dynamic Domain Name System (DDNS) is a mechanism which allows a DDNS client to automatically update a DNS entry hosted by a DDNS Provider. When DDNS is configured on an AR-Series Firewall, DNS requests are automatically directed to the configured host name regardless of Dynamic IP address changes. This feature is available on all AR-Series Firewalls from release 5.4.7 onwards.

Hosting your own web server normally requires a static IP address from your ISP to ensure that your services are always reachable. Your domain name maps your static IP address to your domain (via DNS). Home users or small offices may not want to pay for a static IP address so can use DDNS with a dynamic IP address instead.

DDNS is a method of updating DNS records without the need for manual editing. DDNS provides a consistent domain name for a host that may have its global IP address changed at any time. The DDNS client updates the service providers records to keep the domain name pointing to the correct IP address.

How does DDNS work?

Typically an ISP assigns an exit interface on an edge AR-Series Firewall with a dynamic public IP address learned by DHCP. This can make establishing a connection over the Internet with the exit interface (and its local LAN) difficult because a dynamic public IP address can change without warning.

DDNS overcomes this by associating a DNS host name with the IP address on the exit interface. When the IP address on the exit interface changes, the device contacts the DDNS Provider who then updates the associated DNS host name with the new IP address. This means that any packets sent to the associated host name are sent to the device regardless of what the IP address is on the exit interface.

Figure 1: How DDNS works:
This feature works with the HTTP/HTTPS method of DDNS as follows:

4. The AR-Series Firewall detects a change in the IP address on an interface associated with a DDNS method.

5. The AR-Series Firewall sends an “HTTP/HTTPS GET” request to the configured DDNS Provider.

6. The DDNS Provider sends back an “HTTP/HTTPS” message indicating a success or failure.

7. If the configured user credentials are correct, the DDNS Provider updates the associated DNS host name.

8. When the Internet Host wants to connect to the AR-Series Firewall the DNS lookup resolves the current IP address.

9. The Internet Host successfully makes contact.

Note: This version of DDNS does not support changing of MX (eMail eXchanger) records.

The following steps are required to configure DDNS:

1. **Register a DNS host name with a DDNS Provider**

2. **Create a DDNS method**

3. **Configure the update URL**

4. **Enter the required user name, password and host name**

5. **Apply a DDNS method to an exit interface**

6. **Configure the exit interface to learn an IP address dynamically**

7. **Enable DDNS**

8. **Check the status of configured update methods**

Each of these steps is described in detail as follows:

**Step 1: Register a DNS host name with a DDNS Provider**

Create an account with your DDNS Provider and then log in to your account so that you can set up your host name. When you register your host name, it will have a user name, password and domain name assigned.

Examples of DDNS providers are:

- DynDNS
- no-ip
- Dynu
- DuckDNS
**Step 2: Create a DDNS method**

The `ddns-update-method` command is configured from Global Configuration mode. To enter DDNS Update Method Configuration mode and create a new method, use the command:

```
awplus(config)# ddns-update-method <method-name>
awplus(config-ddns-update-method)#
```

For example, to create a method named “dyndns”, use the command:

```
awplus(config)# ddns-update-method dyndns
awplus(config-ddns-update-method)#
```

**Step 3: Configure the update URL**

The `update-url` command is configured from DDNS Update Method Configuration mode. To configure the update URL, use the command:

```
awplus(config-ddns-update-method)# update-url <url-name>
```

The update URL (provided by the DDNS Provider) can include a user name, password, host name and/or IP address. These user values are optional because they may vary depending on the DDNS Providers update URLs. AlliedWare Plus requires you to enter the required parameters for the update URL using the following placeholder tokens:

- for the user name enter “<USERNAME>”
- for the password enter “<PASSWORD>”
- for the host name enter “<HOST-NAME>”
- for the IP address enter “<IPADDRESS>”

For example, for DynDNS the following update URL can be used:

http://username:password@members.dyndns.org/nic/update?SYSTEM=dyndns&hostname=<h>&myip=<a>

To configure this URL, use the following command including the placeholder tokens:

```
awplus(config-ddns-update-method)# update-url http://<USERNAME>:<PASSWORD>@members.dyndns.org/nic/update?SYSTEM=dyndns&hostname=<HOST-NAME>&myip=<IPADDRESS>
```

**Note:** DynDNS also has the following update URL that can be used:

http://<USERNAME>:<PASSWORD>@members.dyndns.org/v3/update?hostname=<HOST-NAME>&myip=<IPADDRESS>

See **Securing DDNS updates** for examples using this update URL.

URLs that contain the character “?” activate help from the command line. To stop the help from activating enter the “?” in the command line, then press Ctrl+v.
Step 4: Enter the required user name, password and host name

Depending on the DDNS Provider, use the commands `username`, `password` and `host-name` to enter the registered details associated with the host name. The value for the placeholder token `<IPADDRESS>` is populated automatically from the interface IP settings. These commands are entered from DDNS Update Method Configuration mode.

To configure a user name, use the command:

```
awplus(config-ddns-update-method)# username <user-name>
```

To configure a password, use the command:

```
awplus(config-ddns-update-method)# password <password>
```

To configure a host name, use the command:

```
awplus(config-ddns-update-method)# host-name <host-name>
```

For example, the update URL for DynDNS requires a user name, password and host name to be entered as follows:

```
awplus(config-ddns-update-method)# username atlnz
awplus(config-ddns-update-method)# password 20zwkLPCEKk9tcE55yXE2UJH8lBP65r0
awplus(config-ddns-update-method)# host-name example-atlnz.dyndns.org
```

Step 5: Apply a DDNS method to an exit interface

DDNS can be applied to interface types PPP, eth and VLAN. These commands are entered from Interface Configuration mode.

To apply a DDNS method to an IPv4 interface, use the command:

```
awplus(config-if)# ip ddns-update-method <method-name>
```

To apply a DDNS method to an IPv6 interface, use the command:

```
awplus(config-if)# ipv6 ddns-update-method <method-name>
```

For example, to apply the DDNS method "dyndns" to an IPv4 address on interface eth1, use the commands:

```
awplus(config)# interface eth1
awplus(config-if)# ip ddns-update-method dyndns
```

Step 6: Configure the exit interface to learn an IP address dynamically

You can configure your device with DHCP or PPP from Interface Configuration mode.

For example, to configure exit interface eth1 with an IPv4 address using DHCP, use the command:

```
awplus(config-if)# ip address dhcp
```
Step 7: Enable DDNS

DDNS updates are disabled by default. The command `ddns enable` is configured from Global Configuration mode. To globally enable DDNS updates, use the commands:

```
awplus# configure terminal
awplus(config)# ddns enable
```

Step 8: Check the status of configured update methods

To show the status of configured DDNS update methods, from either Privileged Exec or User Exec mode, use the command:

```
awplus# show ddns-update-method status
```

Basic configuration example

A DDNS method named “dyndns” has been created using the DDNS Provider DynDNS. This method has been applied to the dynamically configured DHCP IPv4 address on the exit interface eth1.

```
awplus# configure terminal
awplus(config)# ddns-update-method dyndns
awplus(config-ddns-update-method)# update-url http://<USERNAME>:<PASSWORD>@members.dyndns.org/nic/
update?SYSTEM=dyndns&hostname=<HOST-NAME>&myip=<IPADDRESS>
awplus(config-ddns-update-method)# username atlnz
awplus(config-ddns-update-method)# password 20zwkLPCEKk9tcE55yXE2UJH81BP65hO
awplus(config-ddns-update-method)# host-name example-atlnz.dyndns.org
awplus(config-ddns-update-method)# exit
awplus(config)# interface eth1
awplus(config-if)# ip ddns-update-method dyndns
awplus(config-if)# ip address dhcp
awplus(config-if)# exit
awplus(config)# ddns enable
```

Basic configuration example:

```
ddns enable
!
ddns-update-method dyndns
  update-url http://<USERNAME>:<PASSWORD>@members.dyndns.org/nic/
        update?SYSTEM=dyndns&hostname=<HOST-NAME>&myip=<IPADDRESS>
  username atlnz
  password 20zwkLPCEKk9tcE55yXE2UJH81BP65hO
  host-name example-atlnz.dyndns.org
!
interface eth1
  ip ddns-update-method dyndns
  ip address dhcp
```
The `show ddns-update-method status` command displays the status of currently configured DDNS update method:

```
awplus#show ddns-update-method status
Dynamic DNS updates are enabled

+----------------+---------------------------------------------+
| Update Method Name | dyndns                                      |
| Hostname          | example-atlnz.dyndns.org                   |
| IPv4 Interface    | eth1                                        |
| IPv4 Address      | 203.0.113.123                              |
| IPv4 Status       | Ipv4 update succeeded                      |
| IPv4 Update Result| good 203.0.113.123                         |
| IPv6 Interface    | None                                        |
| IPv6 Address      | None                                        |
| IPv6 Status       | None                                        |
| IPv6 Update Result| None                                        |
| Last update       | Jul 17, 2019 08:53:47                      |
```

### Securing DDNS updates

URL updates can be sent securely via HTTPS/SSL. DDNS updates can also be sent to a DDNS provider via a variety of port numbers. This can be useful to bypass HTTP proxies which could potentially edit HTTP communications between the client and server. If you are configuring a specific port, DDNS updates will only succeed if the DDNS provider supports the port that you have specified.

To add an update URL to the DDNS update method “dyndns” that uses HTTP, use the commands:

```
awplus(config)# ddns-update-method dyndns
```

To add an update URL to the DDNS update method “dyndns” that uses HTTPS/SSL, use the commands:

```
awplus(config)# ddns-update-method dyndns
```

To add an update URL to the DDNS update method “dyndns”, that uses HTTP on port 8245, use the commands:

```
awplus(config)# ddns-update-method dyndns
```
Optional DDNS commands

Update interval

By default the device only sends DDNS updates to the DDNS service provider when a change in the IP address triggers an update. The `update-interval` command can specify a time interval for when periodic updates are sent to the provider. The update interval is from 1 minute to 45 days expressed in minutes. From DDNS Update Method mode, to specify the time interval between periodic DDNS updates, use the command:

```
awplus(config-ddns-update-method)# update-interval <1-64800>
```

For example, to enable periodic DDNS updates every day for the method “dyndns”, use the commands:

```
awplus(config)# ddns-update-method dyndns
awplus(config-ddns-update-method)# update-interval 1440
```

To disable periodic DDNS updates for the method “dyndns”, use the commands:

```
awplus(config)# ddns-update-method dyndns
awplus(config-ddns-update-method)# no update-interval
```

Retry interval

By default no retry intervals are set. The `retry-interval` command is used to enable DDNS update retries. Retries are attempted after a DDNS update fails after the specified interval. The retry interval is from 1 second to 4.5 days expressed in seconds. If the DDNS update keeps failing then no more than the specified number of maximum retries are attempted. Maximum retries range from 1 to 100 times. An update triggered by another source, such as an IP address change, or a manual update will reset the retry counter to begin from the start.

The retry interval is used for one DDNS update at one time, so if an update is not complete within the specified interval, an update will not begin until it has completed.

From DDNS Update Method mode, to enable retries, use the command:

```
awplus(config-ddns-update-method)# retry-interval <1-3888000> maximum-retries <1-100>
```

For example, to enable DDNS update retry attempts for the method “dyndns” every hour up to 5 times, use the commands:

```
awplus(config)# ddns-update-method dyndns
awplus(config-ddns-update-method)# retry-interval 300 maximum-retries 5
```

For example, to disable DDNS update retry attempts for the method “dyndns”, use the commands:

```
awplus(config)# ddns-update-method dyndns
awplus(config-ddns-update-method)# no retry-interval
```
Manual updates for DDNS methods
The command `ddns-update now` is used to manually update DDNS methods. When no method name is entered, all DDNS update methods are updated. When an update method is specified, then only the host name configured for that method is updated. From Privileged Exec mode, to manually update all DDNS methods, use the command:

```bash
awplus# ddns-update now
```

To specify a method, use the command:

```bash
awplus# ddns-update method <method-name> now
```

For example, to manually update only the DDNS update method “dyndns”, use the command:

```bash
awplus# ddns-update dyndns now
```

Debug commands
From Privileged Exec mode, use the `debug` command to see what is being sent via HTTP/HTTPS.

To enable debugging of the DDNS process, use the command:

```bash
awplus# debug ddns
```

To disable debugging of the DDNS process, use the command:

```bash
awplus# no debug ddns
```

or

```bash
awplus# undebug ddns
```

To display information for all debugging options, use the command:

```bash
awplus# show debugging ddns
```

IPv6 over IPv4 updates
By default IPv6 updates are sent using IPv6. However, if your DDNS provider supports IPv6 but does not allow sending updates in IPv6, then you can use the command `use-ipv4-for-ipv6 updates` to send updates for IPv6 addresses transported using IPv4 instead. From DDNS Update Method Configuration mode to send IPv6 updates using IPv4, use the command:

```bash
awplus(config-ddns-update-method)# use-ipv4-for-ipv6 updates
```

To stop sending IPv6 updates using IPv4, use the commands:

```bash
awplus(config-ddns-update-method)# no use-ipv4-for-ipv6 updates
```

The `suppress-ipv4-updates` command stops IPv4 DDNS updates from being sent and sends only IPv6 updates. This command is used in conjunction with the `use-ipv4-for-ipv6 updates` command:

```bash
awplus(config-ddns-update-method)# suppress-ipv4-updates
```
For example, DynDNS does not send updates in IPv6, so use these commands to send updates using IPv4 instead, and stop IPv4 updates from being sent:

```bash
awplus(config)# ddns-update-method dyndns
awplus(config-ddns-update-method)# use-ipv4-for-ipv6 updates
awplus(config-ddns-update-method)# suppress-ipv4-updates
```

**DDNS via NAT configuration example**

If a NAT device exists between the AR-Series Firewall and the DDNS Provider then depending on the DDNS provider and/or the configured update URL, the DNS host name can be updated with the IP address of the NAT device, rather than that of the AR-Series Firewall.

This occurs if the DDNS Provider uses the **source IP address** of the “HTTP/HTTPS GET” request.

- Some DDNS providers (DynDNS, no-ip) will use the source IP address if an IP address is not specified in the update URL.
- Other DDNS providers (dynu) do not allow an IP address to be present in the update URL so can only use the source IP address.

In this configuration example using the DDNS Provider DynDNS, the `<IPADDRESS>` placeholder token is not configured in the update URL. DynDNS will use the source IP address of the “HTTP/HTTPS GET” request from the Internet facing NAT device.

By default updates are sent when the IP address changes on the AR-Series Firewall where the DDNS update method is attached. In this case we want an update sent when the IP address on the NAT device changes, not when the IP address on the AR-Series Firewall changes. An update interval is configured so that when the IP address on the NAT device changes, the associated hostname will be updated within 20 minutes of the change.

**Figure 2: DDNS updates using the source IP address of the NAT device:**
DDNS via NAT configuration example:

```
update-url http://<USERNAME>:<PASSWORD>@members.dyndns.org/nic/
    update?SYSTEM=dyndns&hostname=<HOST-NAME>
host-name example-atlnz.dyndns.org
username atlnz
password 20zwkLPCEkK9tcE55yXE2UJH81BP65h0
    update-interval 20
!
interface eth1
    ip ddns-update-method dyndns
    ip address dhcp
```

Interoperability with a firewall configuration example

The following configuration example allows DDNS to inter-operate with a firewall. The private zone defines the LAN which is connected to vlan1. The public zone defines the WAN for the Internet which is connected to eth1 and has a dynamic IP address configured.

The following firewall rules have been created:

- Rule 10 allows any connections initiated from the LAN to the Internet.
- Rule 20 allows HTTP traffic from the AR series firewall to the Internet. Rule 20 is necessary because in this example the DDNS method is configured to use HTTP for DDNS updates. If HTTPS is used DDNS updates rather than HTTP, then rule 20 would need to reflect this.
- Rule 30 allows DNS traffic from the AR series firewall to the Internet. Rule 30 is necessary because DDNS uses DNS to resolve the DDNS Provider as described in the update URL.

The DDNS method is applied to the exit interface eth1 of the AR-Series Firewall and has a dynamically assigned DHCP IP address configured. DDNS updates will be sent when IP address changes occur.

Figure 3: DDNS updates from a firewall:
DDNS updates from a firewall configuration example:

```plaintext
interface eth1
  ip ddns-update-method dyndns
  ip address dhcp
!
interface vlan1
  ip address 192.168.1.1/24
!
  ddns-update-method dyndns
  update-url http://<USERNAME>:<PASSWORD>@members.dyndns.org/nic/
    update?SYSTEM=dyndns&hostname=<HOST-NAME>&myip=<IPADDRESS>
  host-name example-atlnz.dyndns.org
  username atlnz
  password 20zwkLPCEk9tcE55yXE2UJH81BP65h0
!
zone private
  network lan
    ip subnet 192.168.1.0/24 interface vlan1
!
zone public
  network wan
    ip subnet 0.0.0.0/0 interface eth1
    host interface
      ip address dynamic interface eth1
!
firewall
  rule 10 permit any from private to public
  rule 20 permit http from public.wan.interface to public
  rule 30 permit dns from public.wan.interface to public
```

```plaintext
protect
```
3G USB Cellular Modem backup interface configuration example

The following configuration example uses a 3G USB Cellular Modem as a backup link to the Internet.

If the main eth1 link fails, then a backup link can be configured via a USB Cellular Modem. In this configuration example, a 3G Cellular Modem (interface cellular0) has been configured using ppp0. A script is triggered to change the DDNS method to be assigned to the ppp0 interface if eth1 is down. Another script is triggered to change the DDNS method to be assigned back to eth1 when it is up again.

Figure 4: DDNS updates using a 3G USB Cellular Modem as a backup when eth1 fails:

When eth1 is up it is used for Internet connectivity and the DDNS method will send DDNS updates when IP address changes occur on the AR-Series Firewall.

When eth1 goes down, the trigger script **unreachable.scp** is activated. This script deletes the DDNS method from eth1 and assigns it to the ppp0 interface (cellular0) associated with the 3G USB Cellular Modem. This script then enables the ppp0 interface. The ppp0 interface (cellular0) is now used for Internet connectivity and the DDNS method will send DDNS updates when IP address changes occur on the AR-Series Firewall via the 3G USB Cellular Modem.

When eth1 comes back up, the script **reachable.scp** is triggered which deletes the DDNS method from the ppp0 interface (cellular0), shuts down the ppp0 interface and assigns the DDNS method back to eth1. The DDNS method will resume sending DDNS updates when IP address changes occur on the AR-Series Firewall.
3G USB Cellular Modem as a backup link with DDNS configuration example:

```
ddns-update-method dyndns
  update-url http://<USERNAME>:<PASSWORD>@members.dyndns.org/nic/
  host-name example-atlnz.dyndns.org
  username atlnz
  password 20zwkLPCEk9tcE55yXEZUJH81BP65h0

! interface eth1
  ip ddns-update-method dyndns
  ip address dhcp

! interface vlan1
  ip address 198.18.8.2/24

! interface cellular0
  encapsulation ppp 0
  apn internet

! interface ppp0
  ppp ipcp dns request
  keepalive
  ip address negotiated
  shutdown
  ip tcp adjust-mss mtu
  !
  trigger 1
  type interface eth1 down
  script 1 unreachable.scp

trigger 2
  type interface eth1 up
  script 1 reachable.scp
```

If eth1 is down, then this script switches the DDNS method over to the backup cellular interface. Trigger 1 unreachable script:

```
enable
conf t
interface eth1
no ip ddns-update-method dyndns
interface ppp0
ip ddns-update-method dyndns
no shut
```

When eth1 comes back up, then this script switches the DDNS method back to the eth1 exit interface. Trigger 2 reachable script:

```
enable
conf t
interface ppp0
shut
no ip ddns-update-method dyndns
interface eth1
ip ddns-update-method dyndns
```
DDNS with Dynamic Peer to Peer VPN configuration example

The following configuration can be used to establish an IPsec connection between two AR-Series Firewalls with Dynamic IP addresses. When the IPSec tunnel destination is configured as a host name it will resolve the host name to determine the destination IP address.

With the DDNS client configured in each AR-Series Firewall a change of dynamically allocated WAN address will cause the AR-Series Firewall to send an update to the DDNS provider. However, the peer located at the remote site of the IPsec VPN will not be aware of this change, and so the IPsec VPN will fail.

In order to speed up the detection of the IPsec VPN failure and recovery, ping poll is used to monitor the reachability of the IPsec peer, by pinging the IP address of the remote end of the IPsec VPN. If the IP address at the remote end of the IPsec tunnel becomes unreachable, then ping poll detects this loss of connectivity and activates trigger scripts which clears the broken IPsec VPN. This allows it to attempt to renegotiate to the new IP peer address via DNS lookup.

Each of the routers has a host name associated with them which is updated via DDNS.

- Router 1 is associated with the host name r1-atlnz.dyndns.org.
- Router 2 is associated with the host name r2-atlnz.dyndns.org.

There is an IPsec tunnel between Router 1 and Router 2. The IPsec tunnel uses the associated host name of the remote router as its destination. Each of the devices is configured with a ping poll which pings the IPsec virtual tunnel interface of the remote router via the IPsec VPN.

If the public WAN IP address changes on one of the Routers:

1. The ping polls will fail and the device which had the IP address change will send a DDNS update.
2. When the ping polls fail, it will trigger the scripts periodic-update-[1/2].scp. These scripts configure periodic triggers with a period of one minute.
3. Every minute these periodic triggers will trigger the script Host-change-[1/2].scp.
4. The Host-change-[1/2].scp reconfigures the destination of the IPsec tunnel, forcing the tunnel to re-resolve the destination IP address via DNS lookup. This should allow the tunnel to re-establish, so each of the ping polls should then succeed.
5. When the ping poll succeeds, scripts periodic-update-delete-[1/2].scp will be run. These scripts delete the periodic triggers configured by periodic-update-[1/2].scp.
Figure 5: DDNS updates with a Dynamic peer to peer VPN:

Router 1 Configuration example:

```plaintext
ping-poll 1
  ip 172.16.1.2
  fail-count 3
  sample-size 10
  active
  !
  trigger 1
  type ping-poll 1 down
  script 1 periodic-update-1.scp
  trigger 2
  type ping-poll 1 up
  script 1 periodic-update-delete-1.scp
  !
crypto isakmp key friend hostname r1-atlnz.dyndns.org
crypto isakmp key friend hostname r2-atlnz.dyndns.org
  !
  !
ddns enable
  !
ddns-update-method dyndns
  update-url http://<USERNAME>:<PASSWORD>@members.dyndns.org/nic/
  update?SYSTEM=dyndns&hostname=<HOST-NAME>&myip=<IPADDRESS>
  host-name r1-atlnz.dyndns.org
  username atlnz
  password 20zwKLPCExK9tcE55yXE2UJH816P65h0
  retry-interval 1 maximum-retries 5
  !
  interface eth1
  ip ddns-update-method dyndns
  ip address dhcp
  !
  interface tunnel1
  mtu 1438
  tunnel source eth1
  tunnel destination r2-atlnz.dyndns.org
  tunnel local name r1-atlnz.dyndns.org
  tunnel remote name r2-atlnz.dyndns.org
  tunnel protection ipsec
  tunnel mode ipsec ipv4
  ip address 172.16.1.1/30
  !
```
Trigger 1: periodic-update-1.scp:

```
enable
cnf t
trigger 10
type periodic 1
script 1 Host-change-1.scp
```

Script 1 Host-change-1.scp:

```
enable
clear crypto isakmp sa force
conf t
int tunnel1
tunnel dest r2-atlnz.dyndns.org
```

Trigger 2 periodic-update-delete-1.scp:

```
enable
cnf t
no trigger 10
```

Router 2 Configuration:

```
!
crypto isakmp key friend hostname r1-atlnz.dyndns.org
crypto isakmp key friend hostname r2-atlnz.dyndns.org
!
ping-poll 1
ip 172.16.1.1
up-count 3
fail-count 3
active
!
trigger 1
type ping-poll 1 down
script 1 periodic-update-2.scp
trigger 2
type ping-poll 1 up
script 1 periodic-update-delete-2.scp
!
!ddns enable
!
!ddns-update-method dyndns
update-url http://<USERNAME>:<PASSWORD>@members.dyndns.org/nic/
update?SYSTEM=dyndns&hostname=<HOST-NAME>&myip=<IPADDRESS>
host-name r2-atlnz.dyndns.org
username atlnz
password 20zwkLPCEKk9tcE55yXE2UJH81BP6Sh0
retry-interval 1 maximum-retries 5
!
interface eth1
ip ddns-update-method dyndns
ip address dhcp
!
interface tunnel1
mtu 1438
tunnel source eth1
tunnel destination r1-atlnz.dyndns.org
tunnel local name r2-atlnz.dyndns.org
tunnel remote name r1-atlnz.dyndns.org
tunnel protection ipsec
tunnel mode ipsec ipv4
ip address 172.16.1.2/30
!```
Trigger 1 periodic-update-2.scp:

```bash
enable
cfg t
trigger 10
type periodic 1
script 1 Host-change-2.scp
```

Trigger 1 host-change-2.scp:

```bash
enable
clear crypto isakmp sa force
cfg t
int tunnel1
tunnel dest r1-atlnz.dyndns.org
```

Trigger 2 periodic-update-delete-2.scp:

```bash
enable
cfg t
no trigger 10
```

Show command to monitor the status of DDNS:

```bash
awplus#show ddns-update-method status
```

Dynamic DNS updates are enabled

------------------------------------------------------------------------------
Update Method Name dyndns
Hostname r1-atlnz.dyndns.org
IPv4 interface eth1
IPv4 Address 10.33.14.27
IPv4 Status Update succeeded
IPv4 Update Result good 10.33.14.27
IPv6 Interface None
IPv6 Address None
IPv6 Status None
IPv6 Update Result None
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